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Unit 1

Conjugate Space

Course Structure

• Conjugate Space: Definition of conjugate space, determination of conjugate spaces of Rn, lp for 1 ≤
p <∞. Representation theorem for bounded linear functionals on C[a, b] (Statement only). Some idea
about the spaces BV [a, b] and B[a, b]. Determination of conjugate spaces of C[a, b] and some other
finite and infinite dimensional spaces.

1.1 Introduction

Suppose that X and Y be two normed linear spaces over the same scalar field K(= R or C). Then, the
collection B(X,Y ) of all bounded linear operators T : X −→ Y is a linear space under the operations
addition and scalar multiplication defined as follows:

(T1 + T2)(x) = T1(x) + T2(x)

and (λT )(x) = λT (x), ∀x ∈ X,λ ∈ K.

The zero element in this linear space is the operator 0 such that

0x = 0, ∀x ∈ X.

It can be shown that B(X,Y ) is a normed linear space, where for every T ∈ B(X,Y ),

∥T∥ = sup{∥Tx∥ : ∥x∥ ≤ 1}.

Further, if Y is a Banach space, then B(X,Y ) is also a Banach space.

Definition 1.1.1. LetX be a normed linear space over the scalar fieldK(= R or C). Then, the spaceB(X,K)
of all the bounded linear functionals defined on X is called the conjugate space or the dual space of X and is
denoted by X∗. Since K is a Banach space under the absolute value norm, it follows that X∗ = B(X,K) is
a Banach space.
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Definition 1.1.2. Let (X, d) and (Y, ρ) be two metric spaces. If there exist a one-one correspondence between
the elements of X and Y such that the distance between any two elements of X is the same as the distance
between the corresponding elements of Y , then the mapping is called an isometry. In this case, the spaces X
and Y are called isometric spaces.

Definition 1.1.3. Let X and Y be two normed linear spaces over the same scalar field K. Let T : X −→ Y
be a linear operator. T is called an isometric isomorphism between X and Y if T is bijective and preserves
norm, i.e., ∥Tx∥ = ∥x∥,∀x ∈ X . In this case, the spaces X and Y are called isometrically isomorphic.

If a normed linear space X is isometrically isomorphic to a normed linear space Y , then from the stand
point of functional analysis, the spaces X and Y are identical.

Theorem 1.1.4. The conjugate space of Rn is Rn.

Proof. We know that Rn is the collection of all n-tuples of real numbers. Let e1 = (1, 0, . . . , 0), e2 =
(0, 1, 0, . . . , 0), · · · , en = (0, 0, . . . , 0, 1) be a basis of Rn.

Then, any element x = (x1, x2, . . . , xn) ∈ Rn can be written as

x =
n∑

k=1

xkek.

Let f ∈ R∗
n. Then

f(x) =

n∑
k=1

xkf(ek) =

n∑
k=1

xkαk

where αk = f(ek), k = 1, 2, . . . , n.

Thus, for each f ∈ R∗
n, we obtain an element λ = (λ1, λ2, . . . , λn) ∈ Rn. This defines an operator

T : R∗
n −→ Rn

given by T (f) = λ, f ∈ R∗
n and λ = (λ1, λ2, . . . , λn) ∈ Rn,

provided for any x = (x1, x2, . . . , xn) ∈ Rn, f(x) =
∑n

k=1 xkλk.

We now show that T is a bijective linear operator which preserves norm.

We first show that T is linear. Let f, g ∈ R∗
n and α be a scalar. Let

T (f) = b = (b1, b2, . . . , bn)

and T (g) = c = (c1, c2, . . . , cn).

If x = (x1, x2, . . . , xn) ∈ Rn, then

f(x) =
n∑

k=1

xkbk and g(x) =
n∑

k=1

xkck.

Now

(f + g)(x) = f(x) + g(x)

=

n∑
k=1

xkbk +

n∑
k=1

xkck

=
n∑

k=1

xk(bk + ck)
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and

(αf)(x) = αf(x)

= α
n∑

k=1

xkbk

=
n∑

k=1

xk(αbk).

Therefore,

T (f + g) = b+ c = T (f) + T (g)

and T (αf) = αb = αT (f).

This shows that T is linear.

Next, we show that T is injective. Let f, g ∈ R∗
n and T (f) = T (g) = c = (c1, c2, . . . , cn).

If x = (x1, x2, . . . , xn) ∈ Rn, then

f(x) =

n∑
k=1

xkck and g(x) =

n∑
k=1

xkck

that is f(x) = g(x). This shows that f = g and hence T is injective.

We now show that T is surjective.

Let λ = (λ1, λ2, . . . , λn) ∈ Rn. We define a functional f on Rn as follows:

If x = (x1, x2, . . . , xn) ∈ Rn, then

f(x) =

n∑
k=1

xkλk.

It can be easily shown that f is linear. By Cauchy Schwarz inequality

|f(x)| = |
n∑

k=1

xkλk| ≤
n∑

k=1

|xkλk|

≤

(
n∑

k=1

|xk|2
) 1

2
(

n∑
k=1

|λk|2
) 1

2

= ∥x∥

(
n∑

k=1

|λk|2
) 1

2

. (1.1.1)

This means that f is bounded and hence f ∈ R∗
n. It is clear from the definition of f that T (f) = λ. Hence, T

is surjective.

Next we show that T preserves norm. Let f ∈ R∗
n and T (f) = λ, where λ := (λ1, λ2, . . . , λn) ∈ Rn.

Then, f(x) =
∑n

k=1 xkλk for x = (x1, x2, . . . , xn) ∈ Rn.

3



Proceeding similarly as (1.1.1), we obtain

|f(x)| ≤ ∥x∥

(
n∑

k=1

|λk|2
) 1

2

i.e.,
|f(x)|
∥x∥

=

(
n∑

k=1

|λk|2
) 1

2

= ∥λ∥.

Therefore,

∥f∥ = sup

{
|f(x)|
∥x∥

: ∥x∥ ̸= 0

}
≤ ∥λ∥. (1.1.2)

Choosing x = λ = (λ1, λ2, . . . , λn) we obtain

∥f∥ ≥ |f(λ)|
∥λ∥

=

(
n∑

k=1

|λk|2
) 1

2

= ∥λ∥. (1.1.3)

Combining (1.1.2) and (1.1.3) we get
∥f∥ = ∥λ∥ = ∥T (f)∥.

Hence, T preserves norm. Thus, T : R∗
n −→ Rn is a bijective linear operator which preserves norm. T is

therefore an isometric isomorphism of R∗
n onto Rn. Hence the conjugate space of Rn is Rn. This proves the

theorem.

Note 1.1.5. The linear space Cn equipped with the norm given by

∥x∥2 =

(
n∑

i=1

|xi|2
) 1

2

, x = (x1, x2, . . . , xn) ∈ Cn

is a complex Banach space. The space Cn is called the n-dimensional unitary space.

Note 1.1.6. The linear space Kn(Rn or Cn) is a Banach space with each of the norms

∥x∥1 =
n∑

i=1

|xi|

and ∥x∥∞ = max{|xi| : 1 ≤ i ≤ n}

where x = (x1, x2, . . . , xn) ∈ Kn. ∥.∥1 is called l1-norm and ∥.∥∞ is called the sup norm on Kn.

Note 1.1.7. It is to be noted that ∥.∥1, ∥.∥2 and ∥.∥∞ are norms on the linear space Kn(Rn or Cn). We now
introduce the general class of norms Kn to which these norms relate.

Let p > 0 be a real number. Define

∥.∥p : Kn −→ R by

∥x∥p =

(
n∑

i=1

|xi|p
) 1

p

, x = (x1, x2, . . . , xn) ∈ Kn.

It is easy to verify that ∥.∥p for 1 ≤ p < ∞ actually defines a norm on Kn. We denote the normed linear
space (Kn, ∥.∥p) by lp(n).
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Theorem 1.1.8. The conjugate space of lp(n) is lq(n), where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. Let (e1, e2, . . . , en) be a natural basis for lp(n). Then, any x = (x1, x2, . . . , xn) ∈ lp(n) can be
expressed uniquely in the form

x =

n∑
k=1

xkek.

Since lp(n) is a finite dimensional normed linear space, every linear functional on lp(n) is continuous. Thus,
if f is continuous linear functional defined on lp(n), then

f(x) =
n∑

k=1

xkf(ek), x = (x1, x2, . . . , xn) ∈ lp(n).

Clearly, (f(e1), f(e2), . . . , f(en)) ∈ lq(n). Thus for each f ∈ (lp(n))∗ we obtain an element u = (f(e1), f(e2), . . . ,
f(en)) ∈ lq(n).

This defines an operator T : (lp(n))∗ −→ lq(n) given by T (f) = u, f ∈ (lp(n))∗ and u = (f(e1), f(e2), . . . ,
f(en)) ∈ lq(n). It can be easily seen that T is linear and bijective.

We now show that T preserves norm. Since f is bounded, it follows by Hölder’s inequality that

|f(x)| <
n∑

k=1

|xkf(ek)|

≤

(
n∑

k=1

|xk|p
) 1

p
(

n∑
k=1

|f(ek)|q
) 1

q

≤ ∥x∥p

(
n∑

k=1

|f(ek)|q
) 1

q

.

This implies that

∥f∥ = sup

{
|f(x)
∥x∥p

: ∥x∥p ̸= 0

}

≤

(
n∑

k=1

|f(ek)|q
) 1

q

(1.1.4)

= ∥u∥q = ∥T (f)∥q. (1.1.5)

Choosing x = x0 = (λ1, λ2, . . . , λn) ∈ lp(n), where

λk =
|f(ek)|
f(ek)

, f(ek) ̸= 0

= 0, otherwise.

Then ∥x0∥p = (
∑n

k=1 |λk|p)
1
p = (

∑n
k=1 |f(ek)|q)

1
p , since

1

p
+

1

q
= 1. Also,

f(x0) =
n∑

k=1

λkf(ek) =
n∑

k=1

|f(ek)|q.
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Therefore,

∥f∥ ≥ |f(x0)|
∥x0∥p

=

(
n∑

k=1

|f(ek)|q
) 1

q

,

[
∵

1

p
+

1

q
= 1

]
.

This implies that
∥f∥ ≥ ∥u∥q = ∥T (f)∥q. (1.1.6)

Combining (1.1.5) and (1.1.6) we get
∥f∥ = ∥Tf∥q.

Hence T preserves norm. Thus, T is an isometric isomorphism of (lp(n), ∥.∥p)∗ onto (lq(n), ∥.∥q) and hence
the cojugate space of lp(n) is lq(n). This proves the theorem.

Remark 1.1.9. Note that, if p = 2, then q = 2. Also, l2(n) ≡ Rn or Cn according as the field K is R or C.
As such, the conjugate space of Rn is Rn and that of Cn is Cn.

Exercise 1.1.10. 1. Prove that the conjugate space of Cn is Cn.

2. Prove that the conjugate space of (Cn, ∥.∥∞) is the space (Cn, ∥.∥1).

1.1.1 Schauder Basis

Due to restriction to finite linear combinations, classical vector space bases are not always suitable for the
analysis of infinite dimensional spaces. Therefore, it is natural in some way to consider generalised basic
concepts. In 1927, J. Schauder introduced the notion of Schauder basis in a Banach space, which is defined as
follows.

Definition 1.1.11. LetX be a normed linear space over the scalarK(R or C). A sequence (xn) inX is called

a Schauder basis for X if ∥xn∥ = 1 for n = 1, 2, . . ., and each x ∈ X can be expressed as x =
∞∑
n=1

αnxn

where the series converges in the norm of X , and the scalar αn are uniquely determined by x.

Example 1.1.12. For n ∈ N, let en = (0, 0, . . . , 1, 0, . . .) ∈ Kn. Then (en) is a Schauder basis of lp, 1 ≤
p <∞ and c0. We call (en) the unit vector of lp and c0 respectively.

Remark 1.1.13. Assume that X is a Banach space and (en) is a basis of X . Then,

i) (en) is linearly independent.

ii) span{en : n ∈ N} is dense in X , in particular X is separable.

iii) every element x is uniquely determined by the sequence λ(αn) so that x =

∞∑
n=1

αnen.

Remark 1.1.14. The space l∞ is not separable and therefore has no Schauder basis. Every orthonormal basis
in a separable Hilbert space is a Schauder basis.

Remark 1.1.15. Each basis in a Banach space is a Schauder basis.

Definition 1.1.16 (Signum Function). If α is a complex number, then

sgnα =
α

|α|
, if α ̸= 0

= 0, α = 0.

From the above definition, we have the following two properties of signum function.
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i) |sgn α|= 0 if α = 0 and |sgn α|= 1 if α ≠ 0.

ii) αsgn α = 0 if α = 0 and if α ̸= 0, then αsgn α =
αα

|α|
= |α|.

Theorem 1.1.17. The conjugate space of lp is lq, where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. Let x = (xn) ∈ lp so that
∞∑
n=1

|xn|p < ∞. Let (e1, e2, . . .) be a Schauder basis for lp. Then,

x = (xn) ∈ lp can be written as

x =
∞∑
k=1

xkek.

Let f ∈ l∗p. Then using the linearity and continuity of f , we have

f(x) =
∞∑
k=1

xkf(ek) =
∞∑
k=1

xkαk

where αk = f(ek), k = 1, 2, . . ..

We now define an operator T : l∗p −→ lq by

T (f) = (α1, α2, . . .) (1.1.7)

and we show that T is an isometric isomorphism of l∗p onto lq.

First we show that T is well-defined. Let x = (β1, β2, . . . , βn, 0, 0, . . .) ∈ lp where

βk = |αk|q−1sgnαk, if 1 ≤ k ≤ n

= 0, if k > n.

Then, |βk|p = |αk|p(q−1) = |αk|q, since
1

p
+

1

q
= 1.

Also, αkβk = αk|αk|q−1sgnαk = |αk|q.

Therefore, ∥x∥ =

(
n∑

k=1

|βk|p
) 1

p

=

(
n∑

k=1

|αk|q
) 1

p

. Since x =
∑n

k=1 βkek, we have

f(x) =
n∑

k=1

βkf(ek) =
n∑

k=1

βkαk =
n∑

k=1

|αk|q.

Now, for all x ∈ lp we have

|f(x)| ≤ ∥f(x)∥∥x∥

i.e.,
n∑

k=1

|αk|q ≤ ∥f∥

(
n∑

k=1

|αk|q
) 1

p

i.e.,

(
n∑

k=1

|αk|q
) 1

q

≤ ∥f∥ <∞.
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Since the last inequality is true for arbitrary positive integer n, letting n→ ∞ we get(
n∑

k=1

|αk|q
) 1

q

≤ ∥f∥ <∞. (1.1.8)

This shows that (αk) ∈ lq and hence T is well-defined.

From (1.1.7) it follows that f = 0 if T (f) = 0 so that Ker T = {0}. Hence T is one-one.

To prove that T is onto, we suppose that (βk) ∈ lq. Define the functional g : lp −→ K by g(x) =
∞∑
k=1

xkβk, x = (xi) ∈ lp. Obviously g is linear and

|g(x)| =

∣∣∣∣∣
∞∑
k=1

xkβk

∣∣∣∣∣
≤

∞∑
k=1

|xkβk|

≤

( ∞∑
k=1

|xk|p
) 1

p
( ∞∑

k=1

|βk|q
) 1

q

= ∥x∥

( ∞∑
k=1

|βk|q
) 1

q

.

This shows that g is bounded. Since ek ∈ lp for k = 1, 2, . . . we get g(ek) = βk for all k and so T (g) = (βk)
and hence T is onto.

Next we show that T preserves norm. Since T (f) ∈ lq, from (1.1.7) and (1.1.8) we obtain

∥T (f)∥ =

( ∞∑
k=1

|αk|q
) 1

q

≤ ∥f∥. (1.1.9)

To prove the reverse inequality, let us take x ∈ lp so that x =
∑∞

k=1 xkek. Hence,

f(x) =

∞∑
k=1

xkf(ek) =

∞∑
k=1

xkαk.

Using Holder’s inequality we have

|f(x)| ≤
∞∑
k=1

|xkαk|

≤

( ∞∑
k=1

|xk|p
) 1

p
( ∞∑

k=1

|αk|q
) 1

q

= ∥x∥

( ∞∑
k=1

|αk|q
) 1

q

.
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Therefore

∥f∥ = sup

{
|f(x)|
∥x∥

: ∥x∥ ̸= 0

}

≤

( ∞∑
k=1

|αk|q
) 1

q

= ∥T (f)∥. (1.1.10)

Combining (1.1.9) and (1.1.10) we get
∥f∥ = ∥T (f)∥.

From the definition of T it is clear that T is linear.

Therefore T : l∗p −→ lq is an isomorphism. Hence the conjugate space of lp is lq. This proves the
theorem.

Note 1.1.18. From theorem (1.1.17), we note the following.

i) If x = (xn) ∈ lp and f ∈ l∗p, then f has the unique representation of the form

f(x) =
∞∑
k=1

xkf(ek).

ii) The norm of f ∈ l∗p is given by

∥f∥ =

( ∞∑
k=1

|f(ek)|q
) 1

q

.

Theorem 1.1.19. The conjugate space of l1 is l∞ .

Proof. We note that l1 =

{
x = (xn) :

∞∑
n=1

|xn| <∞

}
and l∞ =

{
x = (xn) : sup

1≤n<∞
|xn| <∞

}
. Let (en)

be a Schauder basis for l1. Then any x = (xn) ∈ l1 can be expressed as x =

∞∑
k=1

xkek. Let f ∈ l∗1. Then

using the linearity and continuity of f we have

f(x) =

∞∑
k=1

xkf(ek) =

∞∑
k=1

xkαk

where αk = f(ek), k = 1, 2, . . . We now define an operator T : l∗1 −→ l∞ by

T (f) = (α1, α2, . . .) (1.1.11)

and show that T is an isometric isomorphism of l∗1 onto l∞.

First we show that T is well-defined. For that, let x = (β1, β2, . . . , βn, 0, 0, . . .) ∈ l1 where

βk = sgn αk, if k = n

= 0, if k ̸= n.
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Then, ∥x∥ = |sgnαk| = 1. Also, αnβn = αnsgnαn = |αn|. Since x =
n∑

k=1

βkek, we have

f(x) =

n∑
k=1

βkf(ek) =

n∑
k=1

βkαk = αnβn

and hence

|f(x)| = |αn| ≤ ∥f∥∥x∥ = ∥f∥.

Therefore,

sup
1≤n<∞

|αn| ≤ ∥f∥ (1.1.12)

which implies that (αn) ∈ l∞ and hence T is well-defined.

From (1.1.11) it follows that f = 0 if T (f) = 0 so that KerT = {0}. Hence T is one-one.

To prove that T is onto, we suppose that (βk) ∈ l∞. Define the functional g : l1 −→ K by g(x) =
∞∑
k=1

xkβk, x = (xn) ∈ l1. Obviously g is linear and

|g(x)| =

∣∣∣∣∣
∞∑
k=1

xkβk

∣∣∣∣∣
≤

∞∑
k=1

|xkβk|

≤
{
max
k

βk

} ∞∑
k=1

|xk|

=

{
max
k

βk

}
∥x∥.

This shows that g is bounded. Since ek ∈ l1 for k = 1, 2, . . . we get g(ek) = βk for all k. So. T (g) = (βk)
and hence T is onto.

Next we show that T preserves norm. Since T (f) ∈ l∞, from (1.1.11) and (1.1.12) we get

sup
1≤k<∞

|αk| = ∥T (f)∥ ≤ ∥f∥. (1.1.13)

To prove the reverse inequality, let x = (xn) ∈ l1 so that x =

∞∑
k=1

xkek. Hence,

f(x) =
∞∑
k=1

xkf(ek) =
∞∑
k=1

xkαk.
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So,

|f(x)| =

∣∣∣∣∣
∞∑
k=1

xkαk

∣∣∣∣∣
≤

∞∑
k=1

|xkαk|

≤
{
sup
k

|αk|
} ∞∑

k=1

|xk|

=

{
sup
k

|αk|
}
∥x∥.

So,

∥f∥ = sup

{
|f(x)|
∥x∥

: ∥x∥ ̸= 0

}
≤ sup

k
|αk| = ∥T (f)∥. (1.1.14)

Combining (1.1.15) and (1.1.16) we get ∥f∥ = ∥T (f)∥. From the definition of T , it is clear that T is linear.

Therefore, T : l∗1 −→ l∞ is an isomorphism. Hence, the conjugate space of l1 is l∞. This proves the
theorem.

Exercise 1.1.20. Prove that the conjugate space of C0 is l1.

1.1.2 Conjugate Space of C[a,b]

In order to determine the conjugate space of C[a,b], the class of all real valued continuous functions defined
on [a,b] we shall require some results which are note to us.

1.1.3 Functions of Bounded Variation

Let a function f(x) be defined in the closed interval [a, b] and a = x0 < x1 < · · · < xk < xk+1 < · · · <
xn = b be a partition of [a, b] into a finite number of subintervals [xk, xk+1], k = 0, 1, 2, · · · , n − 1. If

V =

n−1∑
k=0

|f(xk+1)− f(xk)|, then V is called the variation corresponding to the particular partition. sup{V }

is known as the total variation of f(x) on [a, b] and is denoted by V
[a,b]

(f) or simply by V (f) when there is no

confusion about the interval [a, b] in consideration. If V (f) < +∞, then the function f(x) is said to be of
bounded variation on [a, b]. The following results are known.

Theorem 1.1.21. If a function f(x) is of bounded variation over [a, b], then it is bounded there.

Theorem 1.1.22. If f(x) and g(x) are of bounded variation over [a, b], then f(x) ± g(x) is also of bounded
variation over [a, b] and

V (f ± g) ≤ V (f) + V (g);

if c is a constant then cf is also of bounded variation over [a, b] and

V (cf) = |c|V (f).

Theorem 1.1.23. A function f(x) is of bounded variation over [a, b] if and only if it can be expressed as the
difference of two increasing functions.
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1.1.4 Riemann Stieltjes Integral

Let f(x) and ϕ(x) be two bounded functions defined on [a, b] and a = x0 < x1 < · · · < xn−1 < xn = b be

a partition of [a, b]. Let tk+1 ∈ [xk, xk+1], k = 0, 1, 2, · · · , n − 1 and α =
n−1∑
k=0

f(tk+1)[ϕ(xk+1)− ϕ(xk)].

Then α is known as the Stieltjes sum. If α tends to a finite limit I as max |xk+1 − xk| → 0 and if this limit is
independent of the mode of subdivision of [a, b] and the choice of the points tk, then the limit I is known as

Riemann Stieltjes integral of f(x) with respect to ϕ(x) and is denoted by
∫ b

a
f(x)dϕ(x).

The following results are known.

Theorem 1.1.24. If f1(x) and f2(x) are integrable on [a, b] with respect to ϕ(x) and c1, c2 are constants, then
c1f1(x) + c2f2(x) is also integrable on [a, b] w.r.t. ϕ(x) and∫ b

a
[c1f1(x) + c2f2(x)]dϕ(x) = c1

∫ b

a
f1(x)dϕ(x) + c2

∫ b

a
f2(x)dϕ(x).

Theorem 1.1.25. If f(x) is integrable w.r.t. both ϕ1(x) and ϕ2(x) over [a, b] and c1, c2 are constants, then
f(x) is integrable w.r.t c1f1(x) + c2f2(x) over [a, b] and∫ b

a
f(x)d[c1f1(x) + c2f2(x)] = c1

∫ b

a
f(x)dϕ1(x) + c2

∫ b

a
f(x)dϕ2(x).

Theorem 1.1.26. If one of the integrals
∫ b

a
f(x)dϕ(x) and

∫ b

a
ϕ(x)df(x) exists, then the other integral also

exists and ∫ b

a
f(x)dϕ(x) +

∫ b

a
ϕ(x)df(x) = f(b)ϕ(b)− f(a)ϕ(a).

Theorem 1.1.27. If f(x) is continuous on [a, b] and g(x) is of bounded variation over [a, b], then
∫ b

a
f(x)dg(x)

exists and ∣∣∣∣∫ b

a
f(x)dg(x)

∣∣∣∣ ≤ V (g). sup
a≤x≤b

|f(x)|.

1.1.5 The space BV[a,b]

We consider the set BV[a,b] which contains the class of all real valued functions which are of bounded
variation over [a, b]. We define the sum ϕ = f1 + f2 of two elements f1, f2 ∈BV[a,b] by

ϕ(t) = (f1 + f2)(t) = f1(t) + f2(t).

If α is a scalar then the scalar multiple of the element f ∈BV[a,b] by α denoted by ψ = αf is defined by

ψ(t) = (αf)(t) = αf(t).

Also the function f(t) such that f(t) = 0,∀t ∈ [a, b] is the zero element of BV[a,b]. The negative of
f ∈BV[a,b] is (−f)(t) = −f(t). It is clear that −f ∈BV[a,b]. We can now easily verify that all the axioms
of a linear space are satisfied. For f ∈BV[a,b] we define

∥f∥ = |f(a)|+ V (f)

and verify that the axioms of a norm are satisfied.
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i) Clearly ∥f∥ ≥ 0. If f(t) = 0, ∀t ∈ [a, b] then obviously ∥f∥ = 0. Conversely, suppose that ∥f∥ = 0.
Then f(a) = 0 and V (f) = 0. Let t ∈ (a, b). Then

|f(t)− f(a)|+ |f(b)− f(t)| ≤ V (f) = 0

i.e., f(t) = f(a) and f(t) = f(b)

i.e., f(t) = 0, ∀t ∈ [a, b].

ii) If α is a scalar then

∥αf∥ = |αf(a)|+ V (αf)

= |α||f(a)|+ |α|V (f)

= |α|[|f(a)|+ V (f)]

= |α|∥f∥.

iii) If f, g ∈BV[a,b], then

∥f + g∥ = |(f + g)(a)|+ V (f + g)

= |f(a) + g(a)|+ V (f + g)

≤ |f(a)|+ |g(a)|+ V (f) + V (g)

= ∥f∥+ ∥g∥.

BV[a,b], is therefore, a normed linear space and so a metric space.

1.1.6 The space B[a,b]

Let B[a,b] denotes the class of all bounded real valued functions defined on [a, b]. The sum ϕ = f1 + f2 of
two elements f1, f2 ∈B[a,b] and the scalar multiple ψ = αf of the element f ∈B[a,b] by the scalar α are
defined by

ϕ(t) = f1(t) + f2(t)

and ψ(t) = αf(t).

The negative −f of an element f ∈B[a,b] is

(−f)(t) = −f(t).

The function f(t) such f(t) = 0, ∀t ∈ [a, b] is the zero element of B[a,b].

With these definitions of addition and scalar multiplication it is easy to see thatB[a, b] is a real linear space.
For f ∈ B[a, b] we define

∥f∥ = sup
a≤t≤b

|f(t)|.

It may be verified that the axioms of a norm are satisfied. B[a, b], the class of all bounded real valued functions
defined on [a, b] is therefore a metric space where the distance ρ(f, g) between two elements f, g of B[a, b] is
given by

ρ(f, g) = ∥f − g∥ = sup
a≤t≤b

|f(t)− g(t)|.

We now show that the convergence in B[a.b] is equivalent to uniform convergence.
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Let (fn) be a sequence of elements ofB[a, b] which converges to an element f ∈ B[a, b]. Then ρ(fn, f) →
0 as n→ ∞. Let ϵ > 0 be arbitrary. Then there is a positive integer N such that

ρ(fn, f) < ϵ if n ≥ N

i.e., sup
a≤t≤b

|fn(t)− f(t)| < ϵ, if n ≥ N

i.e., |fn(x)− f(x)| < ϵ ∀ t ∈ [a, b], if n ≥ N.

This however means that the sequence (fn(t)) converges uniformly to f(t) in B[a, b].

Conversely, we suppose that the sequence (fn(t)) of bounded functions converges uniformly to the bounded
function f(t) over [a, b]. Let ϵ > 0 be arbitrary. Then there is a positive integer N (depending only on ϵ) such
that

|fn(t)− f(t)| < ϵ, if n ≥ N and ∀t ∈ [a, b]

i.e., sup
a≤t≤b

|fn(t)− f(t)| < ϵ if n ≥ N

i.e., ρ(fn, f) ≤ ϵ if n ≥ N

i.e., fn → f in B[a, b].

Thus convergence in B[a, b] is equivalent to uniform convergence. It is to be noted that C[a, b] is a subspace
of B[a, b].

Theorem 1.1.28. (Riesz Representation Theorem for C[a, b]) Let f ∈ (C[a, b])∗, that is, f is continuous
linear functional defined on C[a, b]. Then there is a function g(t) ∈BV[a,b] such that

f(x) =

∫ b

a
x(t)dg(t),∀x(t) ∈ C[a, b]

and ∥f∥ = V (g).

Proof. The proof of the theorem is out of the scope of this study material.

To prove the next theorem we shall require some results from real analysis.

Result 1.1.29. Let f(x) be monotone increasing in [a, b] and x0 ∈ [a, b]. Then

f(x0+) = lim
x→x0+

f(x) exists and

f(x0+) = inf{f(x) : x0 < x < b}.

Result 1.1.30. If f(x) is increasing in [a, b] and c ∈ [a, b], then

lim
h→0

1

h

∫ c+h

c
f(t)dt = lim

x→c+
f(x) = f(c+ 0).

Result 1.1.31. Let f(x) be of bounded variation over [a, b] and c ∈ [a, b]. Then,

lim
h→0

1

h

∫ c+h

c
f(t)dt = lim

x→c+
f(x) = f(c+ 0).

14



Proof. Since f(x) is of bounded variation over [a, b], we have

f(x) = ϕ(x)− ψ(x)

where both ϕ(x) and ψ(x) are increasing functions on [a, b]. Then,

lim
h→0

1

h

∫ c+h

c
f(t)dt = lim

h→0

1

h

∫ c+h

c
[ϕ(t)− ψ(t)]dt

= lim
h→0

1

h

∫ c+h

c
ϕ(t)dt− lim

h→0

1

h

∫ c+h

c
ψ(t)dt

= ϕ(c+ 0)− ψ(c+ 0)

= f(c+ 0).

Result 1.1.32. Suppose that f(x) is of bounded variation over [a, b] and c ∈ [a, b]. Then,

lim
h→0

1

h

∫ c

c−h
f(t)dt = lim

x→c−
f(x) = f(c− 0).

Definition 1.1.33. For f, g ∈BV[a,b], we define f ∼ g if for all x(t) ∈ C[a, b]∫ b

a
x(t)df(t) =

∫ b

a
x(t)dg(t).

It can be easily shown that ’∼’ is an equivalence relation in BV[a,b].

Lemma 1.1.34. Let f(t) ∈BV[a,b] and f ∼ 0. Then for any c ∈ [a, b],

f(a) = f(b) = f(c+ 0) = f(c− 0)

where f(c+ 0) = lim
x→c+

f(x) and f(c− 0) = lim
x→c−

f(x)

Proof. Since f ∼ 0, we have for all x(t) ∈ C[a, b]∫ b

a
x(t)df(t) = 0.

Choosing x(t) = 1 we get

0 =

∫ b

a
df(t) = f(b)− f(a)

i.e.,f(a) = f(b).

Since f(x) is of bounded variation on [a, b], we have

lim
h→0

1

h

∫ c+h

c
f(t)dt = f(c+ 0).

We now show that f(a) = f(c+ 0). The argument to show that this is also equal to f(c− 0) is quite similar
and hence omitted. We consider the function

g(t) = 1, if a ≤ t ≤ c

= 1− t− c

h
, if c < t ≤ c+ h

= 0, if c+ h < t ≤ b.
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We note that g(t) is continuous in [a, b]. Then we have

0 =

∫ b

a
g(t)df(t)

=

∫ c

a
g(t)df(t) +

∫ c+h

c
g(t)df(t) +

∫ b

c+h
g(t)df(t)

=

∫ c

a
df(t) +

∫ c+h

c
g(t)df(t)

= f(c)− f(a) +

∫ c+h

c
g(t)df(t). (1.1.15)

By the formula for integration by parts of Riemann-Stieltjes integral we obtain∫ c+h

c
g(t)df(t) +

∫ c+h

c
f(t)dg(t) = f(c+ h)g(c+ h)− f(c)g(c)

i.e.,
∫ c+h

c
g(t)df(t) =

1

h

∫ c+h

c
f(t)dt− f(c).

So from (1.1.15) we obtain

f(a) = lim
h→0

1

h

∫ c+h

c
f(t)dt.

Letting h→ 0 we obtain

f(a) = lim
h→0

1

h

∫ c+h

c
f(t)dt = f(c+ 0).

In a similar way we can show that
f(b) = f(c− 0).

This proves the lemma.

Definition 1.1.35. The function f(t) ∈BV[a,b] is called normalised if f(a) = 0 and lim
t→t0+

f(t) = f(t0),∀t0 ∈
(a, b), i.e., if f is continuous from the right. The collection of all normalised functions of bounded variation
is denoted by NBV[a,b]. It is easy to see that NBV[a,b] is a subspace of BV[a,b].

Lemma 1.1.36. Let f1, f2 ∈ BV[a,b]. If f1, f2 are normalised and f1 ∼ f2, then f1 = f2.

Proof. Since f1 ∼ f2 we have f1 − f2 ∼ 0. So, by lemma (1.1.34) we have

(f1 − f2)(b) = (f1 − f2)(a)

i.e., f1(b)− f2(b) = f1(a)− f2(a) = 0

i.e., f1(b) = f2(b).

Further, for any c ∈ (a, b), we have

(f1 − f2)(c+ 0) = (f1 − f2)(a) = 0

i.e., f1(c+ 0)− f2(c+ 0) = 0

i.e., f1(c+ 0) = f2(c+ 0).

Since f1 and f2 are continuous from the right, it follows that f1(c) = f2(c),∀c ∈ (a, b) and hence f1 = f2.
This proves the lemma.
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Lemma 1.1.37. Let f(t) ∈BV[a,b]. Then there exist a function g(t) ∈NBV[a,b] such that

f ∼ g and V (g) ≤ V (f).

Proof. The proof of the lemma is beyond the scope of this study material.

Theorem 1.1.38. The spaces NBV[a,b] and (C[a, b])∗ are isometrically isomorphic.

Proof. Let g(t) ∈NBV[a,b]. For x(t) ∈ C[a, b], let f(x) =
∫ b

a
x(t)dg(t). Let x1(t), x2(t) ∈C[a,b] and

λ1, λ2 be scalars. Then

f(λ1x1 + λ2x2) =

∫ b

a
[λ1x1(t) + λ2x2(t)]dg(t)

= λ1

∫ b

a
x1(t)dg(t) + λ2

∫ b

a
x2(t)dg(t)

= λ1f(x1) + λ2f(x2).

This shows that f is linear. Further by theorem 1.1.27

|f(x)| =

∣∣∣∣∫ b

a
x(t)dg(t)

∣∣∣∣
≤ sup

a≤t≤b
|x(t)|.V (g)

= V (g).∥x∥.

Therefore f is bounded and
∥f∥ ≤ V (g). (1.1.16)

Thus for every g(t) ∈NBV[a,b] we obtain an element f ∈ (C[a, b])∗. This defines an operator

T : NBV [a, b] −→ (C[a, b])∗ given by T (g) = f where g ∈ NBV [a, b] and

f(x) =

∫ b

a
x(t)dg(t),∀x(t) ∈ C[a, b].

Let g1, g2 ∈ NBV [a, b] and λ1, λ2 be scalars. Further let T (g1) = f1 and T (g2) = f2. Then for all
x(t) ∈ C[a, b]

f1(x) =

∫ b

a
x(t)dg1(t) and

f2(x) =

∫ b

a
x(t)dg2(t).

Since ∫ b

a
x(t)d[λ1g1(t) + λ2g2(t)] = λ1

∫ b

a
x(t)dg1(t) + λ2

∫ b

a
x(t)dg2(t)

= λ1f1(x) + λ2f2(x)

= (λ1f1 + λ2f2)(x),
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we have

T (λ1g1 + λ2g2) = λ1f1 + λ2f2

= λ1T (g1) + λ2T (g2).

This shows that T is linear. We now show that T is one-one.
Let g1, g2 ∈ NBV [a, b] and T (g1) = T (g2). Then for all x(t) ∈ C[a, b],∫ b

a
x(t)dg1(t) =

∫ b

a
x(t)dg2(t).

This however means that g1 ∼ g2 and so by Lemma 1.1.36, g1 = g2. Thus T is one-one.
We now show that T is surjective. Let f ∈ (C[a, b])∗. Then by Theorem 1.1.28 there is a function

h(t) ∈ BV [a, b] such that

f(x) =

∫ b

a
x(t)dh(t) ∀x(t) ∈ C[a, b]

i.e., ∥f∥ = V (h). (1.1.17)

By Lemma 1.1.37, there exist a unique g(t) ∈ NBV [a, b] such that

h ∼ g and V (g) ≤ V (h). (1.1.18)

Thus for all x(t) ∈ C[a, b] we obtain∫ b

a
x(t)dg(t) =

∫ b

a
x(t)dh(t) = f(x).

So, T (g) = f and hence T is surjective. By (1.1.16), (1.1.17) and (1.1.18) we get

∥f∥ ≤ V (g) ≤ V (h) = ∥f∥
i.e., ∥f∥ = V (g) = |g(a)|+ V (g) [since g(a) = 0]

= ∥g∥
i.e., ∥T (g)∥ = ∥g∥.

This shows that T preserves norm. T , is therefore, an isomorphic isomorphism of NBV [a, b] onto (C[a, b])∗

and so the conjugate space of C[a, b] is NBV [a, b]. This proves the theorem.
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Unit 2

The weak and weak∗ Convergence

Course Structure

• Weak convergence and weak* convergence: Definition, characterization of weak convergence and
weak* convergence, sufficient condition for the equivalence of weak* convergence and weak conver-
gence in the dual space.

We are all familiar with the convergence in norm in normed linear spaces. Now, we shall introduce two new
types of convergence called weak convergence and weak* convergence.

Definition 2.0.1. A sequence (xn) in a normed linear space X is said to be weakly convergent in X , if there
is a point x ∈ X such that

lim
n→∞

f(xn) = f(x) for all f ∈ X∗.

In this case we write xn
w−→ x and call x as the weak limit of the sequence (xn).

The convergence in the normed linear space X will now be called strong convergence, that is, yn → y
strongly in X if and only if d(y, yn) → 0, i.e., ∥y − yn∥ → 0 as n→ ∞.

Theorem 2.0.2. Let xn
w−→ x in a normed linear space X . Then

i) the weak limit x of (xn) is unique;

ii) every subsequence of (xn) converges weakly to x;

iii) the sequence (∥xn∥) is bounded.

Proof. i) Suppose xn
w−→ x and xn

w−→ y in X . Then for each f ∈ X∗ we have

lim
n→∞

f(xn) = f(x)

and lim
n→∞

f(xn) = f(y).

Since f(xn) is a sequence of scalars, its limit is unique. Hence, f(x) = f(y). Since this is true for all
f ∈ X∗, we have x = y. Thus the weak limit is unique.
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ii) Since xn
w−→ x in X , for each f ∈ X∗ we have

lim
n→∞

f(xn) = f(x).

Since f(xn) is a convergent sequence of scalars, every subsequence f(xnk
) converges for every f ∈ X∗

and has the same limit as the sequence. Therefore,

lim
k→∞

f(xnk
) = f(x) and hence xnk

w−→ x.

iii) Since xn
w−→ x in X , for each f ∈ X∗ we have

lim
n→∞

f(xn) = f(x).

Since f(xn) is a convergent sequence of scalars, it is bounded for all f . Hence,

|f(xn)| ≤ Cf , for all f,

where Cf is a positive constant depending on f . We define

Fxn(f) = f(xn),∀f ∈ X∗.

Then
|Fxn(f)| = |f(xn)| ≤ Cf ∀n.

This shows that for any f ∈ X∗, the sequence (Fxn(f)) is bounded. Since X∗ is a Banach space, the
principle of uniform boundedness implies that (∥Fxn∥) is bounded. Now,

∥Fxn∥ = sup

{
|Fxn(f)|
∥f∥

: ∥f∥ ̸= 0

}
= sup

{
|f(xn)|
∥f∥

: ∥f∥ ̸= 0

}
= ∥xn∥.

Thus the sequence (∥xn∥) is bounded. This completes the proof.

Theorem 2.0.3. In any normed linear space, strong convergence implies weak convergence with the same
limit but not conversely.

Proof. Let (xn) converges strongly to x. Then

∥xn − x∥ → 0 as n→ ∞.

For arbitrary f ∈ X∗ we have

|f(xn)− f(x)| = |f(xn − x)|
≤ ∥f∥∥xn − x∥
→ 0 as n→ ∞.

Therefore, xn
w−→ x.

The converse is not true as shown by the following example.
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Example 2.0.4. We consider the Schauder basis e1 = {1, 0, 0, . . .}, e2 = {0, 1, 0, . . .}, . . . in l2. Let x =

(xn) ∈ l2 such that
∞∑
n=1

|xn|2 <∞. Then,

x =

∞∑
k=1

xk ek

and hence f(x) =
∞∑
k=1

xkf(ek) =

∞∑
k=1

xkαk where αk = f(ek), k = 1, 2, . . . and (αk) ∈ l2. Since (αk) ∈ l2

we have αn → 0 as n→ ∞ and therefore f(en) → 0 as n→ ∞.
This shows that en

w−→ θ for all f ∈ l∗2. Now for n ̸= m, ∥en − em∥2 = 2 ̸= 0 and so the sequence (en)
cannot converge strongly to any element.

This proves the theorem.

Theorem 2.0.5. In a finite dimensional normed linear space X the notion of strong convergence and weak
convergence are equivalent.

Proof. Since strong convergence implies weak convergence in any normed linear space, it is also true in a
finite dimensional normed linear space. So it is enough if we prove that weak convergence implies strong
convergence in a finite dimensional normed linear space.

LetX be a finite dimensional normed linear space and (xn) be a sequence of elements inX such that xn
w−→

x0. Since X is finite dimensional, there exist a finite number of linearly independent elements e1, e2, · · · , ek
in X such that x ∈ X can be represented as

x = α1e1 + α2e2 + · · ·+ αkek

where α1, α2, · · · , αk are scalars.

Therefore, we can write

xn = α
(n)
1 e1 + α

(n)
2 e2 + · · ·+ α

(n)
k ek, n = 1, 2, 3, . . .

and x0 = α
(0)
1 e1 + α

(0)
2 e2 + · · ·+ α

(0)
k ek.

We now define functionals f1, f2, · · · , fk over X as follows:
If x = α1e1 + α2e2 + · · ·+ αkek ∈ X , then fi(x) = αi, i = 1, 2, · · · , k.
Clearly each fi is linear. Since X is finite dimensional, each fi is bounded and so continuous. Hence

fi ∈ X∗ for i = 1, 2, · · · , k. Now,

fi(xn) = α
(n)
i and fi(x0) = α

(0)
i .

Since xn
w−→ x0, we have fi(xn) → fi(x0) and so α(n)

i → α
(0)
i as n→ ∞ for i = 1, 2, . . . , k.

Let M = max ∥ei∥, i = 1, 2, · · · , k and ϵ > 0 be arbitrary. Then there exist a positive integer n0 such that

|α(n)
i − α

(0)
i | < ϵ

MK
for n ≥ n0 and i = 1, 2, · · · , k.
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Then for n ≥ n0,

∥xn − x0∥ = ∥
k∑

i=1

(α
(n)
i − α

(0)
i )ei∥

≤
k∑

i=1

|α(n)
i − α

(0)
i |.M

< ϵ.

Therefore, (xn) converges strongly to x0. This completes the proof.

Theorem 2.0.6. In a normed linear space X , xn
w−→ x if and only if

i) the sequence (∥xn∥) is bounded and

ii) for every element f of a subset M of X∗ which is everywhere dense in X∗, we have f(xn) → f(x).

Proof. We first assume that xn
w−→ x. Then (i) follows from (iii) of theorem 2.0.2 and (ii) follows from the

definition of weak convergence.
Next we suppose that 2.0.6 and 2.0.6 hold. We have to show that f(xn) → f(x) for arbitrary f ∈ X∗. Let

c > 0 be a number such that ∥xn∥ < c for all n and also ∥x∥ < c. Let f ∈ X∗ be arbitrary. Since M is
everywhere dense in X∗, corresponding to ϵ > 0 there exists fj ∈M such that

∥fj − f∥ < ϵ

3c
.

Since fj ∈M , by 2.0.6 we have
fj(xn) → fj(x).

So there exist N such that for all n > N

|fj(xn)− fj(x)| <
ϵ

3
.

So for all n > N ,

|f(xn)− f(x)| ≤ |f(xn)− fj(xn)|+ |fj(xn)− fj(x)|+ |fj(x)− f(x)|

< ∥f − fj∥∥xn∥+
ϵ

3
+ ∥fj − f∥∥x∥

<
ϵ

3c
.c+

ϵ

3
+

ϵ

3c
.c

= ϵ

Since this is true for arbitrary f ∈ X∗, it follows that xn
w−→ x. This proves the theorem.

Theorem 2.0.7. Let T ∈ B(X,Y ). If xn
w−→ x0 in X , then T (xn)

w−→ T (x0) in Y .

Proof. Let K(= R or C) denote the scalar field of X and Y . Let f ∈ Y ∗. Then clearly T : X −→ Y and
f : Y −→ K. We define the composite map fT : X −→ K by (fT )(x) = f(Tx). Let x1, x2 ∈ X and
α, β ∈ K. Then

fT (αx1 + βx2) = f(T (αx1 + βx2))

= f(αT (x1) + βT (x2))

= αf(T (x1)) + βf(T (x2))

= α(fT )(x1) + β(fT )(x2).
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Thus fT is a linear functional. Also

|fT (x)| = |f(T (x))|
≤ ∥f∥∥Tx∥
≤ ∥f∥∥T∥∥x∥, ∀x ∈ X.

Therefore fT is bounded and hence fT ∈ X∗. Since xn
w−→ x0 in X , for every f ∈ Y ∗, as fT ∈ X∗, by

Theorem 2.0.6 we have

(fT )(xn) → (fT )(x0)

i.e., f(T (x)) → f(T (x0)).

Thus T (xn)
w−→ T (x0) in Y . This proves the theorem.

Definition 2.0.8. A sequence (fn) in X∗ is said to be weak* convergent if there is some f0 ∈ X∗ such that

lim
n→∞

fn(x) = f0(x) ∀x ∈ X.

In this case we write fn
w∗−−→ f0.

Remark 2.0.9. The nomenclature ’weak* convergence’ comes from the fact that the dual space of X is
denoted by X∗.

Remark 2.0.10. Weak* convergence is just pointwise convergence of the operators fn.

Remark 2.0.11. If we have a subsequence (fn)n∈N in X∗, then we can consider three types of convergence
of fn to f0: strong, weak and weak*.

By definition, these are as follows:

i) fn → f0 strongly if and only if ∥fn − f0∥ → 0 as n→ ∞.

ii) fn
w−→ f0 if and only if lim

n→∞
T (fn) = T (f0) ∀T ∈ X∗∗.

iii) fn
w∗−−→ f0 if and only if lim

n→∞
fn(x) = f0(x) ∀x ∈ X .

Theorem 2.0.12. Weak* limits are unique.

Proof. Suppose that X is a normed linear space. If possible, let fn
w∗−−→ f and fn

w∗−−→ g in X∗. Then by
definition we have

f(x) = lim
n→∞

fn(x) = g(x)

for all x ∈ X . This implies f = g. Hence weak* limits are unique. This proves the theorem.

Theorem 2.0.13. In a dual space, strong convergence implies weak* convergence but no conversely.

Proof. Let X be a normed linear space and X∗ be its dual space. Let (fn) be a sequence in X∗ and fn → f
strongly in X∗. Then ∥fn − f∥ → 0 as n→ ∞. Now for all x ∈ X ,

|fn(x)− f(x)| = |(fn − f)(x)|
≤ ∥fn − f∥∥x∥
→ 0 as n→ ∞.

This shows that fn
w∗−−→ f in X∗.
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Weak* convergence not necessarily imply strong convergence as shown by the following example.

Example 2.0.14. Consider the Banach spaceX = (C0, ∥.∥∞) so thatX∗ = (l1, ∥.∥1). Let fn = (0, 0, · · · , 0, 1, 0, · · · )
where 1 is in the nth place be the nth coordinate functional defined onC0. If x = (xn) ∈ C0, then fn(x) = xn.
Therefore fn(x) → 0 as n → ∞ for each x ∈ X so that the sequence (fn) is weak* convergent in X∗. But
∥fn∥ = 1, n ∈ N. Therefore (fn) is not strongly convergent in X∗. This proves the theorem.

Definition 2.0.15. Let X be a normed linear space.

i) A sequence (xn) in X is said to be a weak Cauchy sequence if (f(xn)) is a Cauchy sequence for all
f ∈ X∗.

ii) The space X is said to be weakly complete if every weak Cauchy sequence in X has a weak limit in X .

Theorem 2.0.16. Let X be a normed linear space. Then the following holds:

i) A weak Cauchy sequence in X is bounded.

ii) If (xn) ⊂ X converges weakly to x ∈ X , then ∥x∥ ≤ lim inf
n→∞

∥xn∥.

iii) If X is strongly complete, it need not be weakly complete.

Proof. i) Let (xn) be a weak Cauchy sequence in X . Then (f(xn)) is a Cauchy sequence in K for all
f ∈ X∗. Therefore lim

n→∞
f(xn) exists for each f ∈ X∗. This implies that xn

w−→ x. Hence in the view

of (iii) of Theorem 2.0.2, the sequence (∥xn∥) is bounded.

ii) Since xn
w−→ x in X , we have lim

n→∞
f(xn) = f(x),∀f ∈ X∗. Now,

|f(x)| = lim
n→∞

|f(xn)|

≤ ∥f∥ lim inf
n→∞

∥xn∥.

This shows that

∥x∥ = sup{|f(x)| : f ∈ X∗, ∥f∥ = 1}
≤ lim inf

n→∞
∥xn∥.

iii) Consider the Banach space X = (C0, ∥.∥∞). We show that X is not weakly complete. Let x = (ξi) ∈

C0 and y = (ηi) ∈ l1. Then f(x) =
∞∑
i=1

ξiηi implies f(ek) = ηk, (en) being the unit vectors in C0.

Therefore,
lim
k→∞

f(ek) = lim
k→∞

ηk = 0.

Thus (ek) is a weakly Cauchy sequence in C0.

Let, if possible, ek
w−→ x0 in C0 for some x0 = (ξ0i ) ∈ C0. Then f(ek − x0) → 0 as k → ∞ for all

f ∈ l1. Taking f = ek, we see that

|1− ξ0n| = 0, ∀n ≥ 1

⇒ ξ0n = 1, ∀n ≥ 1.

Thus x0 = (1, 1, 1, · · · ) /∈ C0. Hence (ek) does not converge weakly in C0. This proves the theorem.
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Definition 2.0.17. A subset M of a normed linear space X is said to be a fundamental (or total) set if the
span M is dense in X , i.e., span M = X .

Theorem 2.0.18. Let X be a Banach space and let (fn) ⊂ X∗ be a sequence. Then (fn) is weak* convergent
if and only if

i) the sequence (∥fn∥) is bounded; and

ii) the sequence (fn(x)) is Cauchy for each x ∈M , where M is fundamental subset of X .

Proof. Let fn
w∗−−→ f in X∗. Then

lim
n→∞

fn(x) = f(x) for all x ∈ X.

This shows that (fn(x)) is bounded for all x ∈ X . But X being complete, Principle of Uniform Boundedness
when applied to bounded linear functionals gives that (∥fn∥) is bounded. This proves (i).

Note that (ii) is trivial, since (fn(x)) is a convergent sequence of scalars for each x ∈ X , in particular, for
x ∈M .

Conversely, suppose that (i) and (ii) hold. Since the sequence (∥fn∥) is bounded, there exist a constant c
such that ∥fn∥ ≤ c,∀n ∈ N.

Let ϵ > 0 be given. Since span M = X , it follows that for each x ∈ X , there exist a y ∈ span M such that
∥x− y∥ < ϵ

3c
.

For y ∈ span M , (ii) implies that the sequence (fn(y)) is Cauchy. Hence there exist a positive integer N
such that |fn(y)− fm(y)| < ϵ

3
for all n,m ≥ N .

Now for an arbitrary x ∈ X , we have

|fn(x)− fm(x)| ≤ |fn(x)− fn(y)|+ |fn(y)− fm(y)|+ |fm(y)− fm(x)|

≤ ∥fn∥∥x− y∥+ ϵ

3
+ ∥fm∥∥x− y∥

<
ϵ

3
+
ϵ

3
+
ϵ

3
= ϵ, ∀n,m ≥ N.

This shows that (fn(x)) is a Cauchy sequence in R. But R being complete, (fn(x)) converges to f(x), say,
in R. Further, x is an arbitrary element of X . Therefore,

lim
n→∞

fn(x) = f(x),∀x ∈ X.

Thus fn
w∗−−→ f . This proves the theorem.
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Unit 3

Reflexive Spaces

Course Structure

• Reflexive spaces: Definition of reflexive space, canonical mapping, relation between reflexivity and
separability, some consequences of reflexivity.

In this chapter we shall assume throughout that the spaces considered are all normed linear spaces.

Definition 3.0.1. Let X be a normed linear space and consider the conjugate space X∗. We know that X∗ is
a Banach space with the norm

∥f∥ = sup{|f(x)| : ∥x∥ ≤ 1}
As X∗ was constructed from X , we can form successively the spaces (X∗)∗ = X∗∗, (X∗∗)∗ = X∗∗∗ and so
on.

We shall mainly concentrate on the space X∗∗, which is known as the second conjugate space of X .
Suppose x ∈ X is fixed and f ∈ X∗ is variable. Then for different f ∈ X∗, we obtain different values of
f(x). Therefore, the expression f(x) where x is fixed and f is variable, represents a certain functional Fx,
say, over X∗. So we write

Fx(f) = f(x)

where x is fixed and f is variable. We show that Fx is a continuous linear functional defined on X∗ and
therefore Fx ∈ X∗∗.
Let f1, f2 ∈ X∗ and λ be a scalar. Then

Fx(f1 + f2) = (f1 + f2)(x)

= f1(x) + f2(x)

= Fx(f1) + Fx(f2).

Also, Fx(λf1) = (λf1)(x) = λf1(x) = λFx(f1). Further,

|Fx(f)| = |f(x)| ≤ ∥x∥∥f∥,∀f ∈ X∗.

This shows that Fx is linear and bounded and hence Fx ∈ X∗∗. Thus for each x ∈ X there corresponds a
unique continuous linear functional Fx ∈ X∗∗ given by

Fx(f) = f(x) ∀f ∈ X∗
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This defines a mapping C : X → X∗∗ by C(x) = Fx if and only if Fx(f) = f(x) for all f ∈ X∗. This
mapping C is called the cannonical mapping or cannonical embedding of X into X∗∗.

Next we show that C is an isometric isomorphism betweenX and the range of C, which is a subset ofX∗∗.
If α, β be scalars, then

Fαx+βy(f) = f(αx+ βy)

= αf(x) + βf(y)

= αFx(f) + βFy(f)

= (αFx + βFy)(f).

Since this is true for all f ∈ X∗, we have

Fαx+βy = αFx + βFy

i.e., C(αx+ βy) = αC(x) + βC(y).

This shows that C is linear. Now

∥C(x)∥ = ∥Fx∥ = sup

{
|Fx(f)|
∥f∥

: ∥f∥ ̸= 0

}
= sup

{
|f(x)|
∥f∥

: ∥f∥ ̸= 0

}
= ∥x∥.

This shows that C preserves norm. Now,

Fx−y(f) = f(x− y) = f(x)− f(y)

= Fx(f)− Fy(f)

= (Fx − Fy)(f).

This gives Fx−y = Fx − Fy and hence

∥C(x)− C(y)∥ = ∥Fx − Fy∥ = ∥Fx−y∥ = ∥x− y∥.

This shows that if x ̸= y then C(x) ̸= C(y). Thus C is one-one. Therefore C is an isometric isomorphism
between X and the range of C which is a subset of X∗∗. If the mapping C is onto, that is if the range of C is
the whole of X∗∗, i.e., if X = X∗∗, then the space X is called reflexive.

Example 3.0.2. i) The space Rn is reflexive.

ii) The spaces lnp are reflexive for 1 ≤ p <∞.

iii) The spaces lp for 1 < p <∞ are reflexive.

iv) The spaces l1, l∞ and C[a, b] are not reflexive.

Theorem 3.0.3. Each reflexive space X is a Banach space but not conversely.

Proof. We note that X∗∗ is always complete. Since X is reflexive, X and X∗∗ are isometrically isomorphic.
Hence X is also complete. Thus X is a Banach space.

The following example shows that the converse of the theorem need not necessarily true.
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Example 3.0.4. Let X = C0 = {x = (xn) : xn → 0 as n → ∞}. Then X∗ = C∗
0 = l1. Again

X∗∗ = l∗1 = l∞. Thus X∗∗ = l∞ ̸= C0 = X .
This shows that C0, though a Banach space, is not reflexive. This proves the theorem.

Theorem 3.0.5. The conjugate space of a normed linear space remains the same under any equivalent norm.

Proof. Let X be a normed linear space and ∥.∥1, ∥.∥2 be two equivalent norms on X . Then there exists
constants a, b > 0 such that

a∥x∥2 ≤ ∥x∥1 ≤ b∥x∥2, ∀x ∈ X.

Let X∗
1 (resp. X∗

2 ) be the conjugate space of X with respect to the norm ∥.∥1(resp. ∥.∥2). Let f ∈ X∗
1 . Then

f is linear and bounded with respect to the norm ∥.∥1. So there is a constant M(> 0) such that

|f(x)| ≤M∥x∥1 ≤Mb∥x∥2.
This shows that f is bounded with respect to the norm ∥.∥2. That is f ∈ X∗

2 and hence X∗
1 ⊂ X∗

2 . Similarly,
it can be shown that X∗

2 ⊂ X∗
1 . Thus we have X∗

1 = X∗
2 . This proves the theorem.

Corollary 3.0.6. If X is reflexive then it remains reflexive under any equivalent norm.

Proof. Since the conjugate space of X remains same under any equivalent norm, the corollary follows.

Theorem 3.0.7. Every closed subspace of a reflexive space is reflexive.

Proof. Let Y be a closed subspace of a reflexive space X and CY : Y −→ Y ∗∗ be the cannonical mapping.
We have to show that CY is surjective. Let y∗∗ ∈ Y ∗∗ and we define a mapping x∗∗ : X∗ −→ K by
x∗∗(x∗) = y∗∗(x∗y), where x∗ ∈ X∗ and x∗y is the restriction of x∗ in Y . It can be easily verified that x∗∗ is
linear and bounded and hence x∗∗ ∈ X∗∗. Since X is reflexive, the cannonical mapping C : X −→ X∗∗ is
surjective. So there is an element x ∈ X such that C(x) = x∗∗. We assert that x ∈ Y . Suppose, if possible,
x /∈ Y . Then d = inf

y∈Y
∥y − x∥ > 0, because Y is closed. So by an application of Hahn Banach theorem,

there is a continuous linear functional x∗0 ∈ X∗ such that

x∗0(x) = 1 and x∗0 = 0 on Y.

This gives
1 = x∗0(x) = x∗∗(x∗0) = y∗∗(0) = 0,

a contradiction. Therefore x ∈ Y and CY (x) = y∗∗. This proves the theorem.

Theorem 3.0.8. If X is reflexive then X∗ is also reflexive.

Proof. Let C∗ : X∗ −→ X∗∗∗ be the cannonical mapping of X∗ into X∗∗∗. We have to show that C∗ is
surjective. Let x∗∗∗ ∈ X∗∗∗ be arbitrary. We define a functional x∗ on X as follows:

x∗(x) = x∗∗∗(C(x))

where x ∈ X and C is the cannonical mapping of X onto X∗∗. We first show that x∗ ∈ X∗. Let x, y ∈ X
and λ be a scalar. Then

x∗(x+ y) = x∗∗∗(C(x+ y))

= x∗∗∗(C(x) + C(y))

= x∗∗∗(C(x)) + x∗∗∗(C(y))

= x∗(x) + x∗(y).

x∗(λx) = x∗∗∗(C(λx))

= x∗∗∗(λC(x))

= λx∗∗∗(C(x))

= λx∗(x).
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Further,

|x∗(x)| = |x∗∗∗(C(x))|
≤ ∥x∗∗∗∥∥C(x)∥
= ∥x∗∗∗∥∥x∥ [since ∥C(x)∥ = ∥x∥].

This shows that x∗ is a bounded linear functional defined on X and so x∗ ∈ X∗.

To prove the theorem we have to show that C∗(x∗) = x∗∗∗. Since x∗∗ ∈ X∗∗ and the cannonical mapping
C : X −→ X∗∗ is surjective, there is an element x ∈ X such that C(x) = x∗∗. Now

C∗(x∗)(x∗∗∗) = x∗∗(x∗)

= C(x)(x∗)

= x∗(x)

= x∗∗∗(C(x))

= x∗∗∗(x∗∗).

Since x∗∗ ∈ X∗∗ is arbitrary, it follows that C∗(x∗) = x∗∗∗. This proves the theorem.

Remark 3.0.9. The converse of Theorem 3.0.8 is also true. Let X∗ be reflexive. Then by Theorem 3.0.5,
X∗∗ is reflexive. Since C(X) is a closed linear subspace of X∗∗, by Theorem 3.0.7, it follows that C(X) is
reflexive. Hence X is reflexive as C is an isometric isomorphism of X onto C(X).

Theorem 3.0.10. If X is a reflexive space and if X is separable then X∗ is also separable.

Proof. To prove the theorem we need a lemma which we state and prove first.

Lemma:

If the conjugate space X∗ of a normed linear space X is separable, then X is also separable.

Proof of the Lemma

Let S = {f : f ∈ X∗, ∥f∥ = 1}. Since every subspace of a separable metric space is separable, S is
separable. Therefore, S contains a countable dense subset D = {f1, f2, · · · , fn, · · · } where ∥fn∥ = 1,∀n.

Since ∥fn∥ = sup{|fn(x)| : ∥x∥ = 1} for all n, there must exist some vectors xn with ∥xn∥ = 1 and

|fn(xn)| >
1

2
.

Let M be the closed linear subspace of X generated by (xn). We shall show that M = X . If possible, let
M ̸= X and x0 ∈ X \M . Then there exist f0 ∈ X∗ such that ∥f0∥ = 1, f0(x0) ̸= 0 and f0(x) = 0, ∀x ∈M .
Therefore f0 ∈ S and f0(xn) = 0, ∀n. Hence,

1

2
< |fn(xn)| = |fn(xn)− f0(xn)|

= |(fn − f0)xn| ≤ ∥fn − f0∥∥xn∥
= ∥fn − f0∥ [since ∥xn∥ = 1].
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This shows that the open sphere ∥fn − f0∥ <
1

2
centered at f0 ∈ S does not contain any point of D, contra-

dicts the fact that D is dense in S. Hence M = X .

If X is a real normed linear space, then the set of all finite linear combinations of xn’s with rational coeffi-
cient is dense in X . Hence X is separable.

If X is a complex normed linear space, then the set of all finite linear combinations of xn’s whose coeffi-
cients have real and imaginary part as rational is dense in X . Consequently X is separable. This proves the
lemma.

Proof of Theorem
SinceX is reflexive,X is isometrically isomorphic withX∗∗ and soX∗∗ is separable. So by the above lemma,
X∗ is separable. This proves the theorem.

Theorem 3.0.11. If X is a reflexive space then every bounded sequence in X has a weakly convergent
subsequence.

Proof. Let (xn) be a bounded sequence inX and let Y be the closure of the subspace generated by x1, x2, · · · .
So by Theorem 3.0.7, Y is reflexive. Clearly Y is separable and so by Theorem 3.0.10, Y ∗ is separable. Let
Cy be the cannonical mapping of Y into Y ∗∗. Since (xn) is bounded in Y and Cy is an isometry, (Cy(xn))
is bounded in Y ∗∗. So, by a known result, [Result: If X is a separable Banach space then every bounded
sequence (fn), fn ∈ X∗, contains a weakly convergent subsequence.] we obtain a sequence (Cy(xnj )) which
converges weakly to some y∗∗0 ∈ Y ∗∗. Since Y is reflexive, there exist y0 ∈ Y such that y∗∗0 = Cy(y0).

We wish to show that the subsequence (xnj ) converges weakly to y0. Let x∗ ∈ X∗ and let y∗ be the
restriction of x∗ on Y . Then

x∗(xnj ) = y∗(xnj ) = Cy(xnj )(y
∗)

→ y∗∗0 (y∗) = Cy(y0)(y
∗) = y∗(y0)

= x∗(y0).

This shows that xnj

w−→ y0. This proves the theorem.

Theorem 3.0.12. For a sequence (fn) in X∗ and f ∈ X∗, we have

i) fn → f ⇒ fn
w−→ f ⇒ fn

w∗−−→ f .

ii) If X is reflexive then fn
w−→ f if and only if fn

w∗−−→ f .

Proof. i) Since strong convergence implies weak convergence, fn → f implies fn
w−→ f .

Let x ∈ X . Let C : X −→ X∗∗ be the cannonical mapping. Then C(x) = Fx provided that Fx(f) =
f(x) ∀f ∈ X∗. Let fn

w−→ f . Then F (fn) → F (f) for all F ∈ X∗∗. Hence Fx(fn) → Fx(f). Since
Fx(fn) = fn(x) and Fx(f) = f(x), we obtain fn(x) → f(x) for every x ∈ X . Thus fn

w∗−−→ f .

ii) Let C : X −→ X∗∗ be the cannonical mapping of X into X∗∗. Since X is reflexive, C is onto.
Let fn

w∗−−→ f . Then fn(x) → f(x) for all x ∈ X . Since F (fn) = fn(x) and F (f) = f(x) for
all F ∈ X∗∗, fn(x) → f(x) implies F (fn) → F (f) ∀F ∈ X∗∗. This gives fn

w−→ f . From (i),
fn

w−→ f =⇒ fn
w∗−−→ f . This proves the theorem.
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Example 3.0.13. The following example shows that the weak* convergence does not necessarily imply weak
convergence.

Solution. Consider the space C0 of null sequences. We know that C∗
0 = l1. Let fn = (0, 0, · · · , 0, 1, 0 · · · )

where 1 is in the nth place be the nth coordinate functional defined onC0. If x = (xn) ∈ C0, then fn(x) = xn
and xn → 0 and n → ∞. Therefore fn

w∗−−→ 0. We now show that (fn) does not converge weakly to zero.
For let F = (1, 1, · · · ) ∈ l∗1 = l∞. Now F (fn) = 1 for all n and F (0) = 0. Hence (fn) does not converge
weakly to 0. This completes the solution. ■

3.0.1 Reflexivity of a Hilbert space

Let H be a Hilbert space and H∗ be the conjugate space of H . We define a mapping T : H −→ H∗ by
T (y) = f where for x ∈ H , f(x) = (x, y). So for all x ∈ H , we have

(Ty)(x) = f(x) = (x, y).

Now, if y1, y2 ∈ H , then

(T (y1 + y2))(x) = (x, y1 + y2)

= (x, y1) + (x, y2)

= (Ty1)(x) + (Ty2)(x)

= (Ty1 + Ty2)(x).

Thus T is additive.

For any scalar α,

(T (αy))(x) = (x, αy) = α(x, y) = α(Ty)(x).

This shows that T (αy) = αT (y), that is T is conjugate linear.

Further, if f ∈ H∗, then Riesz Representation theorem provide us a unique y ∈ H such that for all x ∈ H ,
f(x) = (x, y). Moreover,

∥y∥ = ∥f∥ = ∥Ty∥.

It follows, therefore, that T is a one-one, onto, isometric and conjugate linear mapping from H into H∗.

Theorem 3.0.14. If H is a Hilbert space then H is reflexive.

Proof. Let C : H −→ H∗∗ be the cannonical mapping defined by C(x) = h iff h(f) = f(x) for all f ∈ H∗

where x ∈ H and h ∈ H∗∗. We have to show that C is surjective.

Let f1 ∈ H∗∗ and we should find an element z ∈ H such that C(z) = f1. Let T : H −→ H∗ be defined
by T (y) = f where for x ∈ H , f(x) = (x, y) and so for all x ∈ H we have

(Ty)(x) = f(x) = (x, y). (3.0.1)

Let g be a functional defined on H by g(x) = f1(Tx).

Using the conjugate linearity of T , it can be shown that g is linear. As T is isometric,

|g(x)| = |f1(Tx)| = |f1(Tx)|
≤ ∥f1∥∥Tx∥ = ∥f1∥∥x∥.

31



Hence g is bounded and therefore g ∈ H∗.

So by Riesz Representation theorem, there exist z ∈ H such that for all x ∈ H, g(x) = (x, z). So,

f1(Tx) = (x, z)

i.e., f1(Tx) = (z, x).

Again by the definition of T we have

f1(Tx) = (Tx)(z) [by (3.0.1)] (3.0.2)

for any Tx ∈ H∗. Since T is surjective, any element ofH∗ may be written in the form Tx, the relation (3.0.2)
gives that C(z) = f1 and C becomes surjective. Therefore H is reflexive. This proves the theorem.
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Unit 4

Properties of Operators - I

Course Structure

• Bounded linear operator, uniqueness theorem, adjoint of an operator and its properties.

Definition 4.0.1. Let H be a Hilbert space and let A : H −→ H be a continuous linear operator. For y ∈ H ,
define a functional fy on H by

fy(x) = (Ax, y). (4.0.1)

Then

fy(x1 + x2) = (A(x1 + x2), y)

= (Ax1 +Ax2, y)

= (Ax1, y) + (Ax2, y)

= fy(x1) + fy(x2).

If λ is a scalar, then
fy(λx) = (Aλx, y) = λ(Ax, y) = λfy(x).

Moreover, for x ∈ H
|fy(x)| = |(Ax, y)| ≤ ∥Ax∥∥y∥ ≤ ∥A∥∥x∥∥y∥.

Therefore, fy is a continuous linear functional defined on H and ∥fy∥ ≤ ∥A∥∥y∥.

Hence by Riesz Representation theorem fy has the form

fy(x) = (x, y∗) (4.0.2)

for all x ∈ H and y∗ ∈ H is uniquely determined by fy. If y is changed then fy is changed and so y∗ is also
changed. Thus we obtain an operator A∗ : H −→ H such that y∗ = A∗y.

This operator A∗ is called the adjoint operator of A. From (4.0.1) and (4.0.2) we see that A and A∗ are
connected by the relation

(Ax, y) = (x,A∗y).

We note that
(A∗x, y) = (y,A∗x) = (Ay, x) = (x,Ay).
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4.0.1 Some Properties of Adjoint operators

i) The definition of A∗ is unique.

Proof. For all x, y ∈ H ,

(Ax, y) = (x,A∗y) and (Ax, y) = (x,A∗
1y).

Then

(x,A∗y)− (x,A∗
1y) = 0

i.e., (x,A∗y −A∗
1y) = 0.

Therefore,

A∗y −A∗
1y = 0 for all y ∈ H

i.e., A∗ = A∗
1.

ii) A∗ is a continuous linear operator with
∥A∗∥ ≤ ∥A∥.

Proof. For x, y, z ∈ H we have

(x,A∗(y + z)) = (Ax, y + z)

= (Ax, y) + (Ax, z)

= (x,A∗y) + (x,A∗z)

= (x,A∗y +A∗z)

So,
A∗(y + z) = A∗y +A∗z.

If λ is a scalar, then

(x,A∗λy) = (Ax, λy)

= λ(Ax, y)

= λ(x,A∗y)

= (x, λA∗y).

So,
A∗λy = λA∗y

This shows that A∗ is linear.

Now by Cauchy Schwarz inequality we see that for all y ∈ H

∥A∗y∥∗ = (A∗y,A∗y)

= (AA∗y, y)

≤ ∥AA∗y∥∥y∥
≤ ∥A∥∥A∗y∥∥y∥

i.e., ∥A∗y∥ ≤ ∥A∥∥y∥ for all y ∈ H.
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Therefore A∗ is a continuous linear operator with

∥A∗∥ ≤ ∥A∥.

iii) A∗∗ = A.

Proof. Since A∗ is continuous linear operator, A∗∗ is defined. In the relation

(Ax, y) = (x,A∗y)

we replace A by A∗ and obtain
(A∗x, y) = (x,A∗∗y).

Interchanging x and y we get
(A∗y, x) = (y,A∗∗x).

Taking conjugate we get
(A∗∗x, y) = (x,A∗y) = (Ax, y).

Thus A∗∗x = Ax,∀x ∈ H and so A∗∗ = A.

iv) ∥A∗∥ = ∥A∥.

Proof. For any continuous linear operator T : H −→ H we have by property (ii) above,

∥T ∗∥ ≤ ∥T∥.

Putting T = A∗, we get

∥A∗∗∥ ≤ ∥A∗∥
i.e., ∥A∥ ≤ ∥A∗∥.

Hence ∥A∗∥ = ∥A∥.

v) If A1 : H −→ H and A2 : H −→ H are continuous linear operators, then (A1A2)
∗ = A∗

2A
∗
1.

Proof. We note that if A1 : H −→ H and A2 : H −→ H are continuous linear operators, then
A1A2 : H −→ H is also a continuous linear operator. Now for x, y ∈ H we have

(x, (A1A2)
∗y) = (A1A2x, y)

= (A2x,A
∗
1y)

= (x,A∗
2A

∗
1y).

So, (A1A2)
∗y = A∗

2A
∗
1y,∀y ∈ H.

Thus (A1A2)
∗ = A∗

2A
∗
1.

vi) ∥A∗A∥ = ∥A∥2 = ∥AA∗∥.
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Proof. We always have
∥A∗A∥ < ∥A∗∥∥A∥ = ∥A∥2. (4.0.3)

Now

∥Ax∥2 = (Ax,Ax)

= (A∗Ax, x)

≤ ∥A∗Ax∥∥x∥
≤ ∥A∗A∥∥x∥2.

So if ∥x∥ ≤ 1, then
∥Ax∥2 ≤ ∥A∗A∥.

Therefore
∥A∥2 = sup{∥Ax∥2 : ∥x∥ ≤ 1} ≤ ∥A∗A∥. (4.0.4)

From (4.0.3) and (4.0.4) we get
∥A∗A∥ = ∥A∥2.

Again

∥AA∗∥ = ∥A∗∗A∗∥
= ∥(A∗)∗A∗∥
= ∥A∗∥2

= ∥A∥2.

vii) (A+B)∗ = A∗ +B∗

Proof. For all x, y ∈ H we have

((A+B)∗x, y) = (x, (A+B)y)

= (x,Ay +By)

= (x,Ay) + (x,By)

= (A∗x, y) + (B∗x, y)

= (A∗x+B∗x, y).

Since this is true for all y ∈ H , we have

(A+B)∗x = A∗x+B∗x = (A∗ +B∗)x, ∀x ∈ H.

Hence, (A+B)∗ = A∗ +B∗.

viii) For any scalar λ, (λA)∗ = λA∗.
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Proof. For all x, y ∈ H we have

((λA)∗x, y) = (x, (λA)y)

= (x, λAy)

= λ(x,Ay)

= λ(A∗x, y)

= (λA∗x, y).

Since this is true for all y ∈ H we have

(λA)∗x = λA∗x,∀x ∈ H

and so (λA)∗ = λA∗.

4.0.2 Self Adjoint Operator

Let H be a Hilbert space. A continuous linear operator A : H −→ H is called self-adjoint if A∗ = A.

Theorem 4.0.2. If

a) A is self-adjoint,

b) (Ax, y) = (x,Ay),∀x, y ∈ H ,

c) (Ax, x) = (x,Ax), ∀x ∈ H ,

d) (Ax, x) is real ∀x ∈ H ,

then (a)⇒(b)⇒(c)⇒(d).

Proof. Let A is self-adjoint. Then A = A∗. So for all x, y ∈ H

(Ax, y) = (x,A∗y) = (x,Ay).

Thus (a) ⇒ (b).

Since (Ax, y) = (x,Ay) for all x, y ∈ H , taking y = x we get

(Ax, x) = (x,Ax) ∀x ∈ H.

Thus (b) ⇒ (c).

Again

(Ax, x) = (x,Ax) ∀x ∈ H

⇒ (Ax, x) = (Ax, x)

⇒ (Ax, x) is real .

Thus (c) ⇒ (d). This proves the theorem.

Theorem 4.0.3. i) If A and B are self-adjoint then so is also A+B.
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ii) For any continuous linear operator A, the operators A∗A,AA∗, A+A∗ are self-adjoint.

iii) If A is self-adjoint and α is real constant then αA is self-adjoint.

iv) If A and B are self-adjoint, then AB is self-adjoint if and only if AB = BA.

Proof. Since A and B are self-adjoint, we have

A∗ = A and B∗ = B.

i) Hence (A+B)∗ = A∗ +B∗ = A+B. Thus, A+B is self-adjoint.

ii)

(A∗A)∗ = A∗A∗∗ = A∗A,

(AA∗)∗ = A∗∗A∗ = AA∗,

(A+A∗)∗ = A∗ +A∗∗ = A∗ +A = A+A∗

Therefore, A∗A,AA∗ and A+A∗ are self-adjoint.

iii)
(αA)∗ = αA∗ = αA∗ (since α is real).

Hence αA is self-adjoint.

iv)
(AB)∗ = B∗A∗ = BA

From this it follows that AB is self-adjoint if and only if AB = BA. This proves the theorem.

Theorem 4.0.4. The collection of all self-adjoint operators form a closed real linear subspace of the space of
all continuous linear operators that map H into itself.

Proof. It is clear that 0∗ = 0 and I∗ = I where 0 and I denote respectively the zero and the identity operators.
Let αi(i = 1, 2, · · · , n) are real and Ai(i = 1, 2, · · · , n) are self-adjoint operators. Then

(α1A1 + α2A2 + · · ·+ αnAn)
∗ = α1A

∗
1 + α2A

∗
2 + · · ·+ αnA

∗
n

= α1A1 + α2A2 + · · ·+ αnAn.

This shows that α1A1 + α2A2 + · · ·+ αnAn is self-adjoint.

Now assume that (An) is a sequence of self-adjoint operators converging in norm to a continuous linear
operator A. Then

∥A∗ −A∥ ≤ ∥A∗ −A∗
n∥+ ∥A∗

n −An∥+ ∥An −A∥
= ∥(A−An)

∗∥+ ∥An −A∥
= 2∥An −A∥ → 0 as n→ ∞.

Hence A∗ = A. Thus A is self-adjoint. This proves the theorem.

Theorem 4.0.5. Let A : H −→ H be a continuous linear operator. Then (Ax, y) = 0 for all x, y ∈ H if and
only if A = 0, the zero operator.
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Proof. Let A = 0, the zero operator. Then

(Ax, y) = (θ, y) = 0, ∀x, y ∈ H.

Conversely, if (Ax, y) = 0, ∀x, y ∈ H , then choosing a fixed x, we see that

(Ax, y) = 0, ∀y ∈ H

and so Ax = θ. This is true for any x ∈ H and so A = 0, the zero operator. This proves the theorem.

Theorem 4.0.6. Let A : H −→ H be a continuous linear operator. If (Ax, x) = 0 for all x ∈ H , then A = 0,
the zero operator.

Proof. It is sufficient to show that (Ax, y) = 0.∀x, y ∈ H . For arbitrary scalars α and β we have

0 = (A(αx+ βy), αx+ βy)

= (αAx+ βAy, αx+ βy)

= (αAx, αx) + (αAx, βy) + (βAy, αx) + (βAy, βy)

= |α|2(Ax, x) + αβ(Ax, y) + αβ(Ay, x) + |β|2(Ay, y)
= αβ(Ax, y) + αβ(Ay, x). (4.0.5)

Putting α = β = 1 in (4.0.5) we get
(Ax, y) + (Ay, x) = 0. (4.0.6)

Putting α = i and β = 1 in (4.0.5) we get

i(Ax, y)− i(Ay, x) = 0

i.e., (Ax, y)− (Ay, x) = 0. (4.0.7)

From (4.0.6) and (4.0.7) we obtain
(Ax, y) = 0,∀x, y ∈ H.

This proves the theorem.

Theorem 4.0.7. A continuous linear operator A : H −→ H is self-adjoint if and only if (Ax, x) is real for
all x ∈ H .

Proof. First we suppose that A is self-adjoint. Then A∗ = A. Now

(Ax, x) = (x,Ax) = (A∗x, x) = (Ax, x).

Hence (Ax, x) is real for all x in H .

Next we assume that (Ax, x) is real for all x in H . Then,

(Ax, x) = (Ax, x) = (x,A∗x) = (A∗x, x)

i.e., (Ax−A∗x, x) = 0, ∀x ∈ H

i.e., ((A−A∗)x, x) = 0, ∀x ∈ H

i.e., A−A∗ = 0, the zero operator.

i.e., A = A∗.

Thus A is self-adjoint. This proves the theorem.
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Theorem 4.0.8. Suppose that A : H −→ H is self-adjoint operator. Then

∥A∥ = sup{|(Ax, x)| : ∥x∥ = 1}.

Proof. We write SA = sup{|(Ax, x)| : ∥x∥ = 1}. If ∥x∥ = 1, then

|(Ax, x)| ≤ ∥Ax∥∥x∥ ≤ ∥A∥∥x∥2 = ∥A∥

and hence
SA ≤ ∥A∥. (4.0.8)

On the other hand, if ∥y∥ = 1 then clearly

|(Ay, y)| ≤ SA.∥y∥2.

If ∥y∥ ̸= 1 and y ̸= θ, let y′ =
y

∥y∥
. Then ∥y′∥ = 1 and

|(Ay′, y′)| ≤ SA

i.e., |(Ay, y)| ≤ SA.∥y∥2. (4.0.9)

The inequality (4.0.9) also holds if y = θ. If z ∈ H and z ̸= θ, we put

λ =

(
∥Az∥
∥z∥

) 1
2

and u =
1

λ
Az.

Then

(A(λz + u), λz + u) = (λAz +Au, λz + u)

= |λ|2(Az, z) + λ(Az, u) + λ(Au, z) + (Au, u)

(since λ is real).

Also, (A(λz − u), λz − u) = (λAz −Au, λz − u)

= |λ|2(Az, z)− λ(Az, u)− λ(Au, z) + (Au, u).

So, (A(λz + u), λz + u)− (A(λz − u), λz − u) = 2λ[(Az, u) + (Au, z)]

= 2λ

[(
Az,

1

λ
Az

)
+

(
1

λ
Az,Az

)]
[since A∗ = A]

= 4∥Az∥2.

Thus,

∥Az∥2 =
1

4
[(A(λz + u), λz + u)− (A(λz − u), λz − u)]

≤ 1

4
SA[∥λz + u∥2 + ∥λz − u∥2]

[ since (Ay, y) ≤ SA∥y∥2 and − (Ay, y) ≤ SA∥y∥2]

=
1

2
SA[∥λz∥2 + ∥u∥2], by Parallelogram law

=
1

2
SA

[
∥Az∥
∥z∥

∥z∥2 + ∥z∥
∥Az∥

∥Az∥2
]

= SA∥Az∥∥z∥
i.e., ∥Az∥ ≤ SA∥z∥
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and consequently
∥A∥ ≤ SA. (4.0.10)

From (4.0.8) and (4.0.10) we obtain

SA = sup{|(Ax, x)| : ∥x∥ = 1} = ∥A∥.

This proves the theorem.

Theorem 4.0.9. LetA : H −→ H be a bounded linear operator. Then the following statements are equivalent.

i) A∗A = I , the identity operator.

ii) (Ax,Ay) = (x, y),∀x, y ∈ H .

iii) ∥Ax∥ = ∥x∥, ∀x ∈ H .

Proof. (i) ⇒ (ii)

(Ax,Ay) = (A∗Ax, y) = (Ix, y) = (x, y).

(ii) ⇒ (iii)
By (ii) we have

(Ax,Ay) = (x, y),∀x, y ∈ H

i.e., (Ax,Ax) = (x, x),∀x ∈ H

i.e., ∥Ax∥2 = ∥x∥2, ∀x ∈ H

i.e., ∥Ax∥ = ∥x∥,∀x ∈ H.

(iii) ⇒ (i)

∥Ax∥ = ∥x∥,∀x ∈ H

i.e., (Ax,Ax) = (x, x),∀x ∈ H

i.e., (A∗Ax, x)− (x, x) = 0,∀x ∈ H

i.e., ((A∗A− I)x, x) = 0, ∀x ∈ H.

This implies that

A∗A− I = 0, the zero operator

i.e., A∗A = I.

This proves the theorem.

Definition 4.0.10. Let T be an operator on a Hilbert space H . A scalar λ is called an eigen value of T if there
exists a non-zero vector x in H such that Tx = λx.

If λ is an eigen value of T , then any non-zero vector x in H that satisfies Tx = λx is called an eigen vector
of T .

Note 4.0.11. i) Corresponding to a single eigen value of T , there may correspond more than one eigen
vector.

ii) If x is an eigen vector of T , then x cannot correspond more than one eigen value of T .
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Theorem 4.0.12. Let T : H −→ H be a self-adjoint operator. Then

i) all eigen values of T , if exist, are real;

ii) eigen vectors corresponding to distinct eigen values of T are orthogonal.

Proof. i) Let λ be an eigen value and x(̸= 0) be a corresponding eigen vector of T . Then Tx = λx. Since
T is self-adjoint, we have T ∗ = T . Now

λ(x, x) = (λx, x) = (Tx, x) = (x, Tx) = (x, λx) = λ(x, x)

i.e., (λ− λ)(x, x) = 0

i.e., λ = λ [ since (x, x) ̸= 0].

Thus λ is real.

ii) Let x and y be two eigen vectors corresponding to distinct eigen values λ and µ respectively. Then
Tx = λx and Ty = µy. Now,

λ(x, y) = (λx, y) = (Tx, y) = (x, Ty) = (x, µy) = µ(x, y)

i.e., (λ− µ)(x, y) = 0

i.e., (x, y) = 0 [ since λ ̸= µ].

This proves the theorem.

Theorem 4.0.13. Let T : H −→ H be any continuous linear operator. Then T can be expressed uniquely in
the form T = A+ iB where A and B are self-adjoint operators.

Proof. Let A =
1

2
(T + T ∗), B =

1

2i
(T − T ∗). Then

A∗ =
1

2
(T ∗ + T ) = A and

B∗ = − 1

2i
(T ∗ − T ) = B

So that A and B are self-adjoint and A+ iB = T .

If T = C + iD where C and D are self-adjoint, then

T ∗ = C∗ − iD∗ = C − iD.

Therefore T + T ∗ = 2C and T − T ∗ = 2iD. Thus C = A and D = B. This proves the theorem.

Theorem 4.0.14. Let T : H −→ H be a bounded linear operator such that T ∗T = TT ∗. Then Tx = λx if
and only if T ∗x = λx for x ∈ H and λ is a scalar.

Proof. Consider the operator T − λI where I is the identity operator. Then

(T − λI)(T − λI)∗ = (T − λI)(T ∗ − λI)

= TT ∗ − λT − λT ∗ + |λ|2I
and (T − λI)∗(T − λI) = (T ∗ − λI)(T − λI)

= T ∗T − λT ∗ − λT + |λ|2I.
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Since T ∗T = TT ∗, we have

(T − λI)(T − λI)∗ = (T − λI)∗(T − λI)

i.e., SS∗ = S∗S, where S = T − λI.

Therefore,

SS∗(x) = S∗S(x),∀x ∈ H

i.e., (SS∗(x), x) = (S∗S(x), x)

i.e., (S∗(x), S∗(x)) = (S(x), S(x))

i.e., ∥S∗(x)∥2 = ∥S(x)∥2

i.e., ∥S∗(x)∥ = ∥S(x)∥
i.e., ∥(T ∗ − λI)x∥ = ∥(T − λI)(x)∥
i.e., ∥T ∗x− λx∥ = ∥Tx− λx∥.

This shows that Tx = λx if and only if T ∗x = λx. This proves the theorem.
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Unit 5

Properties of Operators - II

Course Structure

• Self-adjoint, compact, normal, unitary and positive operators, norm of self -adjoint operator, group of
unitary operator, square root of positive operator-characterization and basic properties

Definition 5.0.1 (Completely Continuous Operators). A linear operator T mapping a Hilbert space H into a
Hilbert space H1(or a Banach space B into another such space B1) is called a completely continuous operator
if given any sequence (xn) in H such that (∥xn∥) is bounded, the sequence (Txn) has a convergent subse-
quence.

It is clear that an operator T is completely continuous if and only if ∥xn∥ ≤ 1 implies that (Txn) has a
convergent subsequence because if the sequence (yn) be such that ∥yn∥ ≤ M , then we may take xn =

yn
M

and in that case ∥xn∥ ≤ 1.

Note 5.0.2. A completely continuous operator is sometimes called a compact operator.

Note 5.0.3. The zero operator is completely continuous.

Theorem 5.0.4. A completely continuous operator is continuous.

Proof. Let T be a completely continuous operator. Then T is linear. We show that T is bounded. If possible,
let T be not bounded. Then there is a sequence (xn) such that

∥Txn∥ > n∥xn∥ for all n.

Let yn =
xn

∥xn∥
,∀n. Then ∥yn∥ = 1. Now

T (yn) = T

(
xn

∥xn∥

)
=

1

∥xn∥
Txn > n,∀n.

Therefore the sequence (Tyn) cannot have any convergent subsequence which contradicts the fact that T is
completely continuous. Hence T is bounded and so T is continuous. This proves the theorem.
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Example 5.0.5. Let H be a Hilbert space. If y, z ∈ H are fixed, then the operator T : H −→ H defined by

T (x) = (x, y)z

is completely continuous.

Solution. We have

T (x1 + x2) = (x1 + x2, y)z

= (x1, y)z + (x2, y)z

= Tx1 + Tx2

and T (λx) = (λx, y)z = λ(x, y)z = λTx.

Hence T is linear. Let (αn) be a sequence of elements from H such that ∥αn∥ ≤ 1. Then

|(αn, y)| ≤ ∥αn∥∥y∥ ≤ ∥y∥

and so the sequence ((αn, y)) has a convergent subsequence ((αnk
, y)) that converges to α, say. But in that

case
T (αnk

) = (αnk
, y)z → αz as k → ∞

and so T becomes completely continuous. ■

Example 5.0.6. Let H be a Hilbert space. The identity operator I is not completely continuous although it is
continuous.

Solution. Let (xn) be a sequence of elements in H such that xn → x as n→ ∞. Then

Ixn = xn → x = Ix as n→ ∞,

showing that the identity operator I is continuous.

Let (xn) be an orthonormal sequence. Then

(xn, xm) = 1, if n = m

= 0, if n ̸= m.

so that ∥xn∥ = 1 for all n. If n ̸= m, then

∥Ixn − Ixm∥2 = ∥xn − xm∥2

= (xn − xm, xn − xm)

= 2

i.e., ∥Ixn − Ixm∥ =
√
2, if n ̸= m.

Therefore (Ixn) cannot have any subsequence which is Cauchy and hence it cannot have any convergent
subsequence. Therefore I is not completely continuous. ■

Theorem 5.0.7. If T is completely continuous and λ is a scalar then λT is completely continuous.
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Proof. Let (xn) be a sequence of elements from H such that ∥xn∥ < 1. Since T is completely continuous,
there is a subsequence (xnk

) of (xn) such that (Txnk
) is convergent. Let

Txnk
→ u, as k → ∞.

In that case,
lim
k→∞

(λT )xnk
= λ lim

k→∞
Txnk

= λu,

which shows that λT is completely continuous. This proves the theorem.

Theorem 5.0.8. If S and T are completely continuous operators then S + T is also completely continuous.

Proof. Let (xn) be a sequence of elements from H such that ∥xn∥ < 1. Since S is completely continuous,
there is a subsequence (xnk

) of (xn) such that (Sxnk
) is convergent. Let

lim
k→∞

Sxnk
= u.

Again, since T is completely continuous, there is a subsequence (xnkl
) of (xnk

) such that (Txnkl
) is conver-

gent. Let
lim
l→∞

Txnkl
= v.

It is clear that
lim
l→∞

Sxnkl
= u.

Therefore,

lim
l→∞

(S + T )xnkl
= lim

l→∞
Snkl

+ lim
l→∞

Tnkl

= u+ v.

This shows that S + T is completely continuous. This proves the theorem.

Theorem 5.0.9. If T is a completely continuous operator and S is a continuous linear operator then both TS
and ST are completely continuous where S and T map H(or B) into itself.

Proof. Clearly both TS and ST are continuous linear operators. Let (xn) be a sequence of elements from H
such that ∥xn∥ < 1. Since T is completely continuous, there is a subsequence (xnp) of (xn) such that (Txnp)
is convergent. Let

Txnp → u as p→ ∞.

Since S is continuous, we have

S(Txnp) = STxnp → Su as p→ ∞,

showing that ST is completely continuous.

In order to show that TS is completely continuous, we first observe that

∥Sxn∥ ≤ ∥S∥∥xn∥ ≤ ∥S∥.

That means the sequence (Sxn) is bounded in H(or B). Since T is completely continuous, there is a sub-
sequence (Sxnk

) of (Sxn) such that (TSxnk
) is convergent. This shows that TS is completely continuous.

This proves the theorem.
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Theorem 5.0.10. If (Tn) is a sequence of completely continuous operators in a Hilbert space H(or a Banach
space B) into a Hilbert space H1(or a Banach space B1) and if T : H −→ H1(or T : B −→ B1) is a bounded
linear operator such that ∥T − Tn∥ → 0 as n→ ∞, then T is completely continuous operator.

Proof. The proof of this theorem is beyond the scope of this study material.

Theorem 5.0.11. Let H be a Hilbert space and T : H −→ H be continuous linear operator. If T ∗T is
completely continuous then T is also completely continuous.

Proof. Let (xn) be a sequence of elements in H such that ∥xn∥ ≤ 1. Since T ∗T is completely continuous
there is a subsequence (xnk

) of (xn) such that the sequence (T ∗Txnk
) converges. Now

∥Txnk
− Txnp∥2 = (Txnk

− Txnp , Txnk
− Txnp)

= (T (xnk
− xnp), T (xnk

− xnp))

= (T ∗T (xnk
− xnp), xnk

− xnp)

≤ ∥T ∗T (xnk
− xnp)∥∥xnk

− xnp∥
≤ ∥T ∗Txnk

− T ∗Txnp∥{∥xnk
∥+ ∥xnp∥}

≤ 2∥T ∗Txnk
− T ∗Txnp∥

→ 0, as k, p→ ∞.

This however means that the sequence (Txnk
) is a Cauchy sequence inH . So (Txnk

) is convergent and hence
T is completely continuous. This proves the theorem.

Theorem 5.0.12. If T : H −→ H is completely continuous, then its adjoint T ∗ is also completely continuous.

Proof. Let (xn) be a sequence of elements in H such that ∥xn∥ ≤ 1. Then,

∥T ∗xn∥ ≤ ∥T ∗∥∥xn∥ ≤ ∥T ∗∥ = ∥T∥.

Therefore the sequence (T ∗xn) is bounded. Since T is completely continuous, the sequence (TT ∗xn) has a
convergent susequence. This shows that the operator TT ∗ is completely continuous.

If S = T ∗, then since TT ∗ = (T ∗)∗T ∗ = S∗S, we have S∗S is completely continuous. So by Theorem
5.0.11, S = T ∗ is completely continuous. This proves the theorem.

Theorem 5.0.13. The range of a completely continuous operator is separable.

Proof. Let T : E −→ E1 be a completely continuous operator where E and E1 are normed linear spaces.
Let T (An) = Gn where An = {x ∈ E : ∥x∥ ≤ n}. Since the set An is bounded in E and the operator T is
completely continuous, any sequence of elements from Gn has a convergent subsequence. That means Gn is
compact and hence Gn is separable. So there is a countable set Fn ⊂ Gn which is everywhere dense in Gn.

ClearlyG =
∞⋃
n=1

Gn is the range of T and F =
∞⋃
n=1

Fn is a countable subset everywhere dense inG. Hence

G is separable. This proves the theorem.

Definition 5.0.14 (Normal Operator). Let H be a Hilbert space. A continuous linear operator N : H −→ H
is said to be normal if it commutes with its adjoint, that is if NN∗ = N∗N .

Note 5.0.15. Since N∗∗ = N , it follows that if an operator N is normal, then its adjoint N∗ is also normal.
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Note 5.0.16. If N is self-adjoint, thenN = N∗. In that case NN∗ = N∗N and hence N is normal.

Theorem 5.0.17. If N1 and N2 are normal operators on a Hilbert space H such that either commutes with the
adjoint of the other then the operators N1N2 and N1 +N2 are both normal.

Proof. Suppose that N1 commutes with the adjoint of N2 so that N1N
∗
2 = N∗

2N1. Then we see that

(N1N
∗
2 )

∗ = (N∗
2N1)

∗

i.e., N2N
∗
1 = N∗

1N2.

This means that N2 commutes with the adjoint of N1.

Now

(N1N2)(N1N2)
∗ = N1N2N

∗
2N

∗
1

= N1N
∗
2N2N

∗
1

= N∗
2N1N

∗
1N2

= N∗
2N

∗
1N1N2

= (N1N2)
∗(N1N2).

Hence N1N2 is normal. Also

(N1 +N2)(N1 +N2)
∗ = (N1 +N2)(N

∗
1 +N∗

2 )

= N1N
∗
1 +N1N

∗
2 +N2N

∗
1 +N2N

∗
2

i.e., (N1 +N2)
∗(N1 +N2) = (N∗

1 +N∗
2 )(N1 +N2)

= N∗
1N1 +N∗

1N2 +N∗
2N1 +N∗

2N2

= N1N
∗
1 +N2N

∗
1 +N1N

∗
2 +N2N

∗
2 .

That is (N1 +N2)(N1 +N2)
∗ = (N1 +N2)

∗(N1 +N2). This means that N1 +N2 is normal. This proves
the theorem.

Theorem 5.0.18. Let H be a Hilbert space. A continuous linear operator T : H −→ H is normal if and only
if

∥Tx∥ = ∥T ∗x∥, ∀x ∈ H.

Proof. We have

∥Tx∥ = ∥T ∗x∥
if and only if ∥Tx∥2 = ∥T ∗x∥2

i.e., if and only if (T ∗x, T ∗x) = (Tx, Tx)

i.e., if and only if (TT ∗x, x) = (T ∗Tx, x)

i.e., if and only if ((TT ∗ − T ∗T )x, x) = 0.

Note that the above relation holds for all x ∈ H . Hence T is normal if and only if if

∥Tx∥ = ∥T ∗x∥, ∀x ∈ H.

This proves the theorem.
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Theorem 5.0.19. If N is a normal operator, then

∥N2∥ = ∥N∥2

Proof. We first note that if A and B are continuous linear operators mapping H into itself with the property
∥Ax∥ = ∥Bx∥ for all x in H , then ∥A∥ = ∥B∥. Now by theorem 5.0.18, we have

∥N2x∥ = ∥N(Nx)∥ = ∥N∗(Nx)∥ = ∥N∗Nx∥.

So by our previous note, we get
∥N2∥ = ∥N∗N∥.

Also for any continuous linear operator A : H −→ H ,

∥A∗A∥ = ∥A∥2.

So,

∥N∗N∥ = ∥N∥2

i.e., ∥N2∥| = ∥N∥2.

This proves the theorem.

Theorem 5.0.20. A continuous linear operator T : H −→ H is normal if and only if its real and imaginary
part commute.

Proof. LetA1 andA2 be the real and imaginary parts of T . Then T = A1+iA2 whereA1,A2 are self-adjoint
operators [see Theorem 4.0.13].

Therefore,

T ∗ = (A1 + iA2)
∗

= A∗
1 + iA∗

2

= A1 − iA2.

So, TT ∗ = (A1 + iA2)(A1 − iA2)

= A2
1 − iA1A2 + iA2A1 +A2

2

and T ∗T = (A1 − iA2)(A1 + iA2)

= A2
1 + iA1A2 − iA2A1 +A2

2.

From above it is clear that
T ∗T = TT ∗, if A1A2 = A2A1.

Hence T is normal if A1 and A2 commute.
Conversely, if T is normal, then

TT ∗ = T ∗T

and in that case

−A1A2 +A2A1 = A1A2 −A2A1

i.e., 2A1A2 = 2A2A1

i.e., A1A2 = A2A1

i.e., A1 and A2 commute.

This proves the theorem.
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Theorem 5.0.21. If T is normal then Tx = λx if and only if T ∗x = λx, for x ∈ H and where λ is a scalar.

Proof. The proof of the theorem follows from Theorem 4.0.14.

Theorem 5.0.22. The set of all normal operators on a Hilbert space H is a closed subspace of the set of all
continuous linear operators that map H into itself which contains the set of all self-adjoint operators and is
closed under scalar multiplication.

Proof. i) If N is self-adjoint, then N = N∗ and so NN∗ = N∗N . Therefore every self-adjoint operator
is normal.

ii) If N is normal and λ is scalar, then

(λN)(λN)∗ = λN(λN∗) = λλNN∗ = λλN∗N

= (λN∗)(λN) = (λN)∗(λN).

So λN is normal.

iii) Let (Nk) be a sequence of normal operators that converges in norm to the continuous linear operator N
so that

∥Nk −N∥ → 0 as k → ∞.

Now
∥N∗

k −N∗∥ = ∥(Nk −N)∗∥ = ∥Nk −N∥.

This shows that the sequence (N∗
k ) converges to N∗.

Therefore

∥NkN
∗
k −NN∗∥ = ∥NkN

∗
k −NN∗

k +NN∗
k −NN∗∥

= ∥(Nk −N)N∗
k +N(N∗

k −N∗)∥
≤ ∥Nk −N∥∥N∗

k∥+ ∥N∥∥N∗
k −N∗∥

→ 0, as k → ∞.

Similarly,
∥N∗

kNk −N∗N∥ → 0 as k → ∞.

So,

∥NN∗ −N∗N∥ = ∥NN∗ −NkN
∗
k +N∗

kNk −N∗N∥
≤ ∥NN∗ −NkN

∗
k∥+ ∥N∗

kNk −N∗N∥
→ 0 as k → ∞.

This shows that NN∗ = N∗N and hence N is normal. This proves the theorem.

Definition 5.0.23 (Unitary Operators). A continuous linear operator T that maps a Hilbert space H into itself
is said to be unitary if it satisfies the condition

TT ∗ = T ∗T = I

where I is the identity mapping.
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Remark 5.0.24. If T is unitary, then T is injective. For, if Tx1 = Tx2 then operating both the sides by the
operator T ∗, we get T ∗Tx1 = T ∗Tx2 and T ∗T = I implies that x1 = x2. Also if T is unitary, then T is
surjective mapping. Because if y ∈ H then

T (T ∗(y)) = TT ∗y = Iy = y.

It follows, therefore that the unitary operators on H are precisely those operators whose inverses are equal to
their adjoints.

Remark 5.0.25. Every unitary operator is normal. The following example shows that a normal operator need
not be self-adjoint or unitary.

Let I : H −→ H be the identity operator. Let T = 2iI . Then T ∗ = (2iI) = −2iI . Also T−1 = −1

2
iI .

So, TT ∗ = T ∗T = 4I, T ∗ ̸= T . Also, T ∗ ̸= T−1. This shows that T is normal which is neither self-adjoint
nor unitary.

Theorem 5.0.26. A continuous linear operator T : H −→ H is unitary if and only if T is an isomorphism of
H onto itself.

Proof. If T is unitary, then T is bijective and also T ∗T = I . So by Theorem 4.0.9, ∥Tx∥ = ∥x∥. So T is an
isomorphism of H onto itself.

Conversely, if T is an isomorphism of H onto itself, then T−1 exists and ∥Tx∥ = ∥x∥. So by Theorem
4.0.9, T ∗T = I . It now follows that

(T ∗T )T−1 = IT−1

i.e., T ∗ = T−1

i.e., TT ∗ = I.

So, TT ∗ = T ∗T = I and T is unitary. This proves the theorem.

Definition 5.0.27 (Positive Operators). Let H be a Hilbert space and A : H −→ H be a self-adjoint operator
so that (Ax, x) is real for all x in H . The operator A is called positive, A ≥ 0, if (Ax, x) ≥ 0 for all x in H .

Remark 5.0.28. If both the operators A and B are self-adjoint and if

(Ax, x) ≥ (Bx, x), ∀x ∈ H

i.e., if ((A−B)x, x) ≥ 0 ∀x ∈ H

i.e., if A−B ≥ 0,

then A is said to be greater than B or B is said to be less than A. In notation, we write A ≥ B or B ≥ A.

Remark 5.0.29. Let A be a self-adjoint operator. Since (A2x, x) = (Ax,A∗x) = (Ax,Ax) = ∥Ax∥2 ≥ 0,
it follows that the square of a self-adjoint operator is positive.

Remark 5.0.30. We note that for any any continuous linear operator A : H −→ H , the operator AA∗ and
A∗A are self-adjoint. We also have

(AA∗x, x) = (A∗x,A∗x) = ∥A∗x∥2 ≥ 0

and (A∗Ax, x) = (Ax,Ax) = ∥Ax∥2 ≥ 0.

Hence the operators AA∗ and A∗A are always positive. It is also clear that the sum of two positive operators
is positive.
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Theorem 5.0.31. If A and B are positive self-adjoint operators such that AB = BA, then the operator AB is
positive.

Proof. If A = 0, the zero operator, then the result is clear. We therefore suppose that A ̸= 0. By Theorem
4.0.3(iv), AB is self-adjoint. We put

A1 =
1

∥A∥
A,A2 = A1 −A2

1, A3 = A2 −A2
2, · · · ,

An+1 = An −A2
n, · · ·

and we show that
0 ≤ An ≤ I (5.0.1)

for n = 1, 2, 3, · · · and I is the identity operator. SinceA is self-adjoint, it is clear that eachAn is self-adjoint.
If n = 1, then

(A1x, x) =
1

∥A∥
(Ax, x) ≥ 0, and so A1 ≥ 0.

Also, because

(A1x, x) = |(A1x, x)| ≤ ∥A1∥∥x∥2 = ∥x∥2

= (x, x) = (Ix, x),

we obtain

((I −A1)x, x) ≥ 0

i.e., A1 ≤ I.

Thus the relation (5.0.1) is true for n = 1.
We now suppose that (5.0.1) is true for n = k. Then

(A2
k(I −Ak)x, x) = (Ak(I −Ak)x,A

∗
kx)

= (Ak(I −Ak)x,Akx)

= ((I −Ak)Akx,Akx) ≥ 0

because I −Ak is positive. Therefore,
A2

k(I −Ak) ≥ 0.

Similarly, it can be shown that Ak(I − Ak)
2 ≥ 0. As the sum of two positive operators is positive, it follows

that
Ak+1 = A2

k(I −Ak) +Ak(I −Ak)
2 ≥ 0.

Further,
I −Ak+1 = (I −Ak) +A2

k ≥ 0.

This shows that the relation (5.0.1) is true for n = k + 1. Hence (5.0.1) is true for all n.
Moreover,

A1 = A2
1 +A2 = A2

1 +A2
2 +A3 = · · ·

= A2
1 +A2

2 + · · ·+A2
n +An+1

This implies that for any positive integer n
n∑

k=1

A2
k = A1 −An+1 ≤ A1. (5.0.2)
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So,

A1 −
n∑

k=1

A2
k ≥ 0

i.e.,

(
(A1 −

n∑
k=1

A2
k)x, x

)
≥ 0

i.e., (A1x, x)−
n∑

k=1

(A2
kx, x) ≥ 0

i.e., (A1x, x)−
n∑

k=1

∥Akx∥2 ≥ 0

i.e.,
n∑

k=1

∥Akx∥2 =
n∑

k=1

(Akx,Akx) ≤ (A1x, x).

This however means that the infinite series
∞∑
k=1

∥Akx∥2 =
∞∑
k=1

(Akx,Akx)

is convergent and so lim
n→∞

∥Anx∥ = 0 i.e., lim
n→∞

Anx = 0.
So from (5.0.2) we obtain(

n∑
k=1

A2
k

)
x = (A1 −An+1)x = A1x−An+1x

→ A1x as n→ ∞.

Since B is continuous, we have

B

(
n∑

k=1

A2
K

)
x→ BA1x as n→ ∞

i.e.,
n∑

k=1

BA2
Kx→ BA1x as n→ ∞

and so

(
n∑

k=1

BA2
Kx, x

)
→ (BA1x, x) as n→ ∞.

Now since B commutes with A, it commutes with each Ak and hence

(ABx, x) = ∥A∥(A1Bx, x) = ∥A∥(BA1x, x)

= ∥A∥ lim
n→∞

n∑
k=1

(BA2
kx, x)

= ∥A∥ lim
n→∞

n∑
k=1

(A2
kBx, x)

= ∥A∥ lim
n→∞

n∑
k=1

(AkBx,A
∗
kx)

= ∥A∥ lim
n→∞

n∑
k=1

(BAkx,Akx) ≥ 0,
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because B is positive. This shows that AB ≥ 0 and the theorem is proved.

Definition 5.0.32. A sequence (An) of self-adjoint operators in a Hilbert spaceH is called increasing(decreasing)
if An ≤ An+1(An ≥ An+1) for all n.

Theorem 5.0.33. Let (An) be a sequence of self-adjoint operators in a Hilbert space H such that

A1 ≤ A2 ≤ · · · ≤ An ≤ · · · ≤ B

where B is a self-adjoint operator on H . Suppose further that any Aj permutes with B and with every Am.
Then (An) is strongly convergent and the limit operator A is linear, bounded and self-adjoint and satisfies
A ≤ B.

An analogous result holds for monotone decreasing sequence.

Proof. The proof of the theorem is beyond the scope of this study material.

Definition 5.0.34. Let H be a Hilbert space and A : H −→ H be a positive operator. A self-adjoint operator
B defined on H is called a square root of A if B2 = A. If, in addition B ≥ 0, then B is called a positive
square root of A and is denoted by B = A

1
2 .

Theorem 5.0.35. Every positive self-adjoint operator A has a unique positive square root B. The operator B
is permutable with any operator that permutes with A.

Proof. If A = 0, then we take B = 0. So, we assume that A ̸= 0. We can further assume that A ≤ I where I
is the identity operator. Because, if not, let

A1 =
1

∥A∥
A

so that ∥A1∥ = 1. By Schwarz inequality

(A1x, x) ≤ ∥A1x∥∥x∥ ≤ ∥A1∥∥x∥2 = ∥x∥2 = (x, x)

and hence

((I −A1)x, x) = (Ix, x)− (A1x, x)

= (x, x)− (A1x, x) ≥ 0

i.e., A1 ≤ I.

We now construct a sequence of operators by

B0 = 0

B1 = B0 +
1

2
(A−B2

0) =
1

2
A

B2 = B1 +
1

2
(A−B2

1)

· · · · · · · · · · · · · · · · · · · · · · · ·
Bn+1 = Bn +

1

2
(A−B2

n) (5.0.3)

and so on. Since A is self-adjoint and the sequence of a self-adjoint operator is self-adjoint, it follows that all
Bn are self-adjoint.
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We now show that each Bn is permutable with any operator that is permutable with A. In fact, if B′

permutes with A, then
B′A = AB′.

In that case,

B′B1 = B′
(
1

2
A

)
=

1

2
(B′A) =

1

2
AB′ = B1B

′,

B′B2 = B′
[
B1 +

1

2
(A−B2

1)

]
=

[
B′B1 +

1

2
(B′A−B′B1B1)

]
=

[
B1B

′ +
1

2
(AB′ −B2

1B
′)

]
=

[
B1 +

1

2
(A−B2

1)

]
B′

= B2B
′.

So, in general, B′Bn = BnB
′ for all n. In particular, ABn = BnA and ABm = BmA, ∀m,n and so by our

preceding remark
BnBm = BmBn ∀m and n.

This shows that the sequence (Bn) constructed above is mutually permutable. Now

1

2
(I −Bn)

2 +
1

2
(I −A)

=
1

2
(I − 2Bn +B2

n) +
1

2
(I −A)

= I −Bn +
1

2
B2

n − 1

2
A

= I −
[
Bn +

1

2
(A−B2

n)

]
= I −Bn+1

i.e., I −Bn+1 =
1

2
(I −B2

n) +
1

2
(I −A).

Since A ≤ I , we obtain Bn ≤ I for all n.
Again, by (5.0.3) we have

Bn+1 −Bn =

[
Bn +

1

2
(A−B2

n)

]
−
[
Bn−1 +

1

2
(A−B2

n−1)

]
= (Bn −Bn−1)−

1

2
(B2

n −B2
n−1)

=

[
I − 1

2
(Bn +Bn−1)

]
(Bn −Bn−1)

=

[
1

2
(I −Bn) +

1

2
(I −Bn−1)

]
(Bn −Bn−1). (5.0.4)

Since Bn ≤ I for all n, equality (5.0.4) shows that Bn+1 ≥ Bn provided Bn ≥ Bn−1 for each n. But

B1 =
1

2
A ≥ B0
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and so Bn+1 ≥ Bn,∀n.
We therefore see that the sequence (Bn) constructed above is such that

B0 ≤ B1 ≤ B2 ≤ · · · ≤ Bn ≤ Bn+1 ≤ · · · ≤ I.

Further this sequence is mutually permutable and commutes with I . So by Theorem 5.0.33, the sequence
(Bn) converges strongly to a self-adjoint operator B which satisfies the relation B ≤ I . We now verify that
B ≥ 0 and B2 = A.

Since B1 ≥ 0 and the sequence (Bn) is increasing, it follows that each Bn is positive and hence

(Bnx, x) ≥ 0 ∀ n.

Proceeding to the limit as n→ ∞ we obtain

(Bx, x) ≥ 0

i.e. B ≥ 0.

Letting n→ ∞ in (5.0.3) we get

B = B +
1

2
(A−B2) i.e., B2 = A.

So, the existence of a positive square root B of the operator A is obtained.
Now, Bn is permutable with any operator that permutes with A. So if the operator C permutes with A then

C permutes with Bn. That means
BnC = CBn

and so BnCx = CBnx for all x in H .
Taking limit,

BCx = CBx ∀x ∈ H

i.e., BC = CB.

So B permutes with C, i.e., B is permutable with any operator which permutes with A.
We now prove the uniqueness. Let B be another positive square root of A. Since B permutes with A, by

the preceeding remark we have
BB = BB.

Let x ∈ H and y = (B −B)x. Then

(By, y) + (By, y) = ((B +B)y, y)

= ((B2 −B
2
)x, y)

= ((A−A)x, y) = 0.

Since both B and B are positive, it follows that

(By, y) = 0 = (By, y).

Because B is positive, by what we have already proved, there is a self-adjoint operator C such that B = C2.
So

∥Cy∥ = (Cy,Cy) = (y, C∗Cy) = (y, C2y)

= (y,By) = 0

i.e., Cy = θ.
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So,
By = C2y = C(Cy) = θ.

Similarly, By = θ. Thus for x ∈ H ,

∥Bx−Bx∥2 = ∥(B −B)x∥2

= ((B −B)x, (B −B)x)

= ((B −B)∗(B −B)x, x)

= ((B −B)y, x)

= (By, x)− (By, x)

= 0

i.e., Bx = Bx ∀ x ∈ H.

Since x ∈ H is arbitrary, it follows that
B = B.

This proves the uniqueness and hence the theorem.
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Unit 6

Course Structure

• Projection operator and their sum, product & permutability, invariant subspaces, closed linear transfor-
mation, closed graph theorem and open mapping theorem.

Let L be a closed subspace of a Hilbert space H and x ∈ H . Then there exist a unique decomposition
x = y + z, where y ∈ L and z ∈ L.

The element y is called the projection of the element x in L.

6.0.1 Projection Operator:-

We can define an operator P by the rule P (x) = y because this association depends on the subspace L. We
sometimes write PL instead of P to indicate the subspace L. This operator PL whose domain is H and range
is L is called a projection operator. We say that P is a projection on the closed subspace L.

Theorem 6.0.1. PL is a self-adjoint operator with ∥PL∥ ≤ 1 and PL = PL.

Proof. Clearly PL is a linear operator. If x = y + z where y ∈ L and z ⊥ L, then PL(x) = y and since
y ⊥ z, we have

∥x∥2 = ∥y + z∥2 = ∥y∥2 + ∥z∥2 ≥ ∥y∥2

So,
∥PL(x)∥ = ∥y∥ ≤ ∥x∥, ∀x ∈ H

so that, ∥PL∥ ≤ 1.
But if x ∈ L, then PL(x) = x and then ∥PL(x)∥ = ∥x∥, i.e., ∥PL∥ = 1.
Let x1, x2 ∈ H and y1, y2 be their projections on L, i.e. x1 = y1 + z1, x2 = y2 + z2 where y1, y2 ∈ L and

z1, z2 ⊥ L then,

(PLx1, x2) = (y1, x2) = (y1, y2 + z2)

= (y1, y2) + (y1, z2)

= (y1, y2)

and (x1, PLx2) = (x1, y2) = (y1, y2) so that, (x1, PLx2) = (PLx1, x2) = (x1, P
∗
Lx2) for every x1, x2 ∈ H .

Hence, PL = P ∗
L and so PL is self-adjoint.
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Now for all x ∈ H , PLx ∈ L and for x′ ∈ L, PLx
′ = x′. So,

P 2
Lx = PL(PLx) = PLx; ∀x ∈ H

So, P 2
L = PL.

This proves the theorem.

Theorem 6.0.2. Every self-adjoint operator with P 2 = P is a projection operator on some closed subspace.

Proof. Let, L denote the set of all elements y ∈ H of the form y = Px for all x ∈ H . Since, P is linear, it
can be verified that L is a subspace. We will show that L is closed.

Suppose that yn → y where yn ∈ L. So, we can assume that yn = P (xn) with xn ∈ H . So, Pyn =
P (Pxn) = P 2xn = Pxn = yn and the continuity of P implies that Pyn → Py, i,e, yn → Py.

So, y = Py and y ∈ L.
Now, for x, x′ ∈ H

(x− Px, Px′) = (P ∗(x− Px), x′)

= (P (x− Px), x′) [ since P ∗ = P ]

= (Px− P 2, x′)

= (Px− Px, x′)

= (θ, x′) = 0

So, x− Px ⊥ Px′.
Since, x′ is an arbitrary element in H , we have x− Px ⊥ L.
Now, x = Px + (x − Px), where Px ∈ L and (x − Px) ⊥ L. So, P is a projection operator on L. This

proves the theorem.

Definition 6.0.3. The projection operators P1 and P2 are called orthogonal if P1P2 = 0, zero operator.

Theorem 6.0.4. Two projection operators P1 and P2 are orthogonal iff their corresponding subspaces L1 and
L2 are orthogonal to each other, i.e. L1 ⊥ L2.

Proof. If P1P2 = 0, then if x1 ∈ L1 and x2 ∈ L2, we have,

(x1, x2) = (P1x1, P2x2) = (x1, P
∗
1P2x2)

= (x1, P1P2x2)

= (x1, θ) = 0

so that L1 ⊥ L2.
If L1 ⊥ L2, then because for all x ∈ H P2x ∈ L2, it follows that P2x ⊥ L1.
So, P2x = θ + P2x, where θ ∈ L1 and P2x ⊥ L1.
Therefore,

P1P2x = θ for x ∈ H

i.e. P1P2 = 0

This proves the theorem.

Theorem 6.0.5. The sum of two projection operators PL1 and PL2 is a projection operator iff these operators
are orthogonal. If PL1 is orthogonal to PL2 then PL1 + PL2 = PL1⊕L2 .
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Proof. Necessity: Let PL1 + PL2 be a projection operator.

So (PL1 + PL2)
2 = PL1 + PL2

i.e. P 2
L1

+ P 2
L2

+ PL1PL2 + PL1PL2 = PL1 + PL2

i.e. PL1PL2 + PL2PL1 = 0

We operate by PL1 on the left and obtain that

P 2
L1
PL2 + PL1PL2PL1 = 0

i.e. PL1PL2 + PL1PL2PL1 = 0 (6.0.1)

If we now operate by PL1 on the right then we obtain that

PL1PL2PL1 + PL1PL2P
2
L1

= 0

i.e. PL1PL2PL1 = 0 (6.0.2)

So, from (6.0.1) and (6.0.2), PL1PL2 = 0. This proves the necessity part of the theorem.

Sufficiency: Let PL1PL2 = PL2PL1 = 0 then

(PL1 + PL2)
2 = P 2

L1
+ 2PL1PL2 + P 2

L2

= PL1 + PL2

and, (PL1 + PL2)
∗ = P ∗

L1
+ P ∗

L2
= PL1 + PL2

Therefore, (PL1 + PL2) is a projection operator. Suppose, now that PL1PL2 = 0, so that by earlier theorem
L1 ⊥ L2. If P = PL1 + PL2 and x ∈ H , then,

Px = (PL1 + PL2)x = PL1x+ PL2x ∈ PL1⊕L2

Also,

(x− Px, Px) = (P ∗(x− Px), x)

= (Px− P 2x, x) = 0

i.e. x− Px ⊥ Px

So,

x = Px+ (x− Px), where Px ∈ PL1⊕L2

and x− Px ⊥ (L1 ⊕ L2)

So, P is a projection operator on L1 ⊕ L2. This proves the theorem.

Theorem 6.0.6. The product of the projection operators PL1 and PL2 is a projection operator iff PL1 and PL2

are permutable. If this condition is satisfied then PL1PL2 = PL1∩L2 .

Proof. Suppose that PL1PL2 is a projection operator. Then

(PL1PL2) = (PL1PL2)
∗ = P ∗

L2
P ∗
L1

= PL2PL2

and the permutability is obtained.
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Sufficiency: Suppose that PL1PL2 = PL2PL1 then,

(PL1PL2)
∗ = P ∗

L2
P ∗
L1

= PL2PL1 = PL1PL2 ,

so that, PL1PL2 is self-adjoint.
Also,

(PL1PL2)
2 = PL1PL2PL1PL2 = PL1PL1PL2PL2

= P 2
L1
P 2
L2

= PL1PL2 .

So, PL1PL2 is a projection operator.

Third part: Now suppose that PL1PL2 = PL2PL1 and let x ∈ H be arbitrary.
If P = PL1PL2 then,

Px = PL1PL2x = PL2PL1x

lies both in L1 and L2 and so lies in L1 ∩ L2.
If y ∈ L1 ∩ L2, then,

Py = PL1(PL2y) = PL1y = y

If now x ∈ H and y ∈ L1 ∩ L2 then

(x− Px, y) = (x− Px, Py) = (P ∗(x− Px), y)

= (Px− P 2x, y)

= 0,

so that, x− Px ⊥ L− 1 ∩ L2.
Therefore, any x ∈ H has a representation x = Px+(x−Px), where Px ∈ L1∩L2 and x−Px ∈ L1∩L2.

So, P is a projection operator on L1 ∩ L2.

6.0.2 Some results for P1 ∼ P2

Proof. Necessity: Suppose that P1 − P2 is a projection operator. Then,

P1 − P2 = (P1 − P2)
2 = P 2

1 − P1P2 − P2P1 + P 2
2

= P1 − P1P2 − P2P1 + P2,

so that,
P2P1 + P1P2 = 2P2 (6.0.3)

Operating by P1 from the left and from the right, we get that

P1P2P1 + P1P2 = 2P1P2,

since P 2
1 = P1, P1P2P1 = P1P2.

Again, operating from the right, we get

P2P1 + P1P2P1 = 2P2P1

⇒ P1P2P1 = P2P1

Hence, P1P2P1 = P1P2, P1P2P1 = P2P1 and by (6.0.3) P1P2 = P2P1 = P2.
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Sufficiency: Let P1P2 = P2 i.e. (P1P2)
∗ = P ∗

2 then P2P1 = P2.
If P = P1 − P2 then

P 2 = (P1 − P2)
2 = P1 − P1P2 − P2P1 + P2

= P1 − P2P1 = P1 − P2 = P

and P ∗ = (P1−P2)
∗ = P1−P2 = P i.e. P = P1−P2 is a projection operator. This proves the theorem.

Definition 6.0.7. Let, H be a Hilbert space and A be continuous linear operator such that A : H −→ H .
If X ⊂ H , let A(X) = {A(x) : x ∈ X}. A closed subspace M of H is said to be invariant under A if
A(M) ⊂M .

If both M and M⊥ are invariant under A, then we say that M reduces A or that A reduced by M .

Theorem 6.0.8. A closed subspace M of H is invariant under A iff M⊥ is invariant under A∗.

Proof. Suppose that, M is invariant under A. If y ∈ M⊥ then Ax ⊥ y for all x ∈ M , i.e. (Ax, y) = 0. But
(Ax, y) = (x,A∗y). So, (x,A∗y) = 0, i.e. A∗y ⊥ x for y ∈M⊥. So, A∗y ∈M⊥, ∀y ∈M⊥.

This however implies that A∗(M⊥) ⊂M⊥. So, M⊥ is invariant under A∗.

Converse part: Let, M⊥ be invariant under A∗. Then what we have just shown (M⊥)⊥ will be invariant
under (A∗)∗.

We know that for a closed subspace M of a Hilbert space H , (M⊥)⊥ =M .
Also, we have shown earlier (A∗)∗ = A.
Therefore we may conclude that M is invariant under A. This proves the theorem.

Theorem 6.0.9. A closed subspace M of H reduces A iff M is invariant under both A and A∗.

Proof. Suppose that, M reduces A, then by definition both M and M⊥ are invariant under A. Now by earlier
theorem (M⊥)⊥ is invariant under A∗, i.e. M is invariant under A∗.

Converse part: Suppose now that M is invariant under both A and A∗. Then by an earlier theorem M⊥

is invariant under A∗∗. But A∗∗ = A. So, M and M⊥ are both invariant under A. So, M reduces A. This
proves the theorem.

Problem 6.1. If P is a projection operator on a closed subspace M of H then M is invariant under a contin-
uous linear operator T iff TP = PTP .

Solution. If M is invariant under T and x ∈ H then TPx is in M and so,

PTPx = TPx

So, PTP = TP ; ∀x ∈ H .
Conversely if TP = PTP and x ∈M , then Tx = TPx = PTPx ∈M . So, M is invariant under T . ■

Problem 6.2. If P is a projection on a closed subspaceM ofH thenM reduces to a continuous linear operator
T iff TP = PT .

Solution. By earlier theorems,M reduces T iffM is invariant under T amd T ∗ i.e. if and only if TP = PTP
and T ∗P = PT ∗P .

But T ∗P = PT ∗P is equivalent to

(PT )∗ = (PTP )∗

i.e. PT = PTP.
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So, M reduces T iff TP = PTP and PT = PTP .
Suppose that, M reduces T , then from above PT = TP .
Conversely if, PT = TP , then

PTP = TP 2

⇒ PTP = TP [ since P 2 = P ]

and P 2T = PTP

i.e. PT = PTP.

So, M reduces T . ■

Definition 6.2.1 (Closed Linear Transformation). Let X and Y be normed linear spaces and M is a subspace
of X . Then a linear transformation T : M −→ Y is said to be closed if, xn → x, where xn ∈ M and
Txn → y. Then x ∈M and y = Tx.

6.2.1 Open Mapping Theorem

Some Definitions

Definition 6.2.2 (Continuous). Let (X, d) and (Y, ρ) be metric spaces. We say that a function f : X −→ Y is
continuous on X if for every open set U in Y , the inverse image f−1(U) is open in X , i.e. the inverse image
of an open set is open. Equivalently, the inverse image of a closed set is closed.

Definition 6.2.3 (Open map). Let (X, d) and (Y, ρ) be metric spaces. We say that a function f : X −→ Y is
open if for every open set G in X , the image f(G) is open in Y , i.e. the image of an open set is open.

Definition 6.2.4 (Closed map). Let (X, d) and (Y, ρ) be metric spaces. We say that a function f : X −→ Y
is closed if for every closed set F in X , the image f(F ) is closed in Y , i.e. the image of a closed set is closed.

Notations

1. BX(x0, r) = {x ∈ X : ∥x− x0∥ < r} is an open ball centered at x0 with radius r in X .

2. BX(x0, r) + z = {x+ z : x ∈ BX(x0, r)} where z ∈ X .

It is easy to verify that BX(0, r) + x0 = BX(x0, r).

3. cBX(x0, r) = {cx : x ∈ BX(x0.r)} where c is scalar. It is easy to verify that BX(0, r) = rBX(0, 1).

Lemma 6.2.5 (Open unit ball). Suppose T is a bounded linear operator from a Banach spaceX onto a Banach
space Y . Then BY (0, r) ⊂ T (BX(0, 1)) for some r > 0.

Proof. Claim-1: BY (y0, δ) ⊂ T

(
BX

(
0,

1

2

))
for some δ > 0. We can write

X = ∪∞
k=1BX

(
0,
k

2

)
= ∪∞

k=1kBX

(
0,

1

2

)
, since x ∈ X, ∥x∥ ≤ k

2
, for some k

Thus,

T (X) = ∪∞
k=1T

(
BX

(
0,
k

2

))
= ∪∞

k=1kT

(
BX

(
0,

1

2

))
, since T is linear

⇒ Y = ∪∞
k=1kT

(
BX

(
0,

1

2

))
= ∪∞

k=1kT

(
BX

(
0,

1

2

))
, [ since T is onto].
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Since Y is a Banach space and using Baire’s category theorem, we get the interior of kT
(
BX

(
0, 12
))

is non-

empty for some k. Therefore, the interior of T
(
BX

(
0,

1

2

))
is non-empty, BY (y0, δ) ⊂ T

(
BX

(
0,

1

2

))
.

Claim-2: BY (y0,
δ

2n
) ⊂ T

(
BX

(
0,

1

2n

))
, ∀n ≥ 0.

It is enough to show that for n = 0, BY (0, δ) ⊂ T (BX(0, 1)).

Let y ∈ BY (0, δ). Then y + y0 ∈ BY (y0, δ) ⊂ T

(
BX

(
0,

1

2

))
. By definition of closure of a set,

∃un ∈ T

(
BX

(
0,

1

2

))
, wn ∈ BX

(
0,

1

2

)
such that T (wn) = un → y + y0 and ∃vn ∈ T

(
BX

(
0,

1

2

))
,

zn ∈ BX

(
0,

1

2

)
such that T (zn) = vn → y0. From this, we get un − vn = T (wn − zn) → y. Notice that

∥wn − zn∥ < 1, so we get y ∈ T (BX(0, 1)). Therefore, we get BY (0, δ) ⊂ T (BX(0, 1)).

Claim-3: BY

(
0,
δ

2

)
⊂ T (BX(0, 1)).

Let, y ∈ BY

(
0,
δ

2

)
. Then by the above Claim-2, y ∈ T

(
BX

(
0,

1

2

))
. So there exists x1 ∈ BX

(
0,

1

2

)
such that ∥y − Tx1∥ <

δ

4
.

Now y − Tx1 ∈ BY

(
0,
δ

4

)
. Again by the above Claim 2, y − Tx1 ∈ T

(
BX

(
0,

1

4

))
. So, there exists

x2 ∈ BX

(
0,

1

4

)
such that

∥y − Tx1 − Tx2∥ <
δ

23
.

By repeating this procedure and using induction, we get a sequence xn ∈ BX

(
0,

1

2n

)
such that

∥∥∥∥∥y −
n∑

k=1

Txk

∥∥∥∥∥ < δ

2n+1
. (6.2.1)

Define zn =

n∑
k=1

xk. Then

∥zn − zm∥ ≤
n∑

k=m+1

1

2k

is a Cauchy sequence in X . Since X is Banach space, {zn} converges to a element x ∈ X and ∥x∥ < 1.
From the equation (6.2.1), we have Tzn → y. Since T is continuous, we get Tx = y. Therefore, y ∈
T (BX(0, 1)).

Theorem 6.2.6 (Open Mapping Theorem). Suppose T is a bounded linear operator from a Banach space X
onto a Banach space Y . Then T is an open map.

Proof. Let, G be an open subset of X . We have to show that T (G) is open in Y . Let, y ∈ T (G). Then
we have a x ∈ G such that Tx = y. Since G is open, there exists a ϵ > 0 such that BX(x, ϵ) ⊂ G. Thus,
BX(0, ϵ) ⊂ G \ {x}.
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By the above lemma, ∃ a δ > 0 such that

BY (0, δ) ⊂ T (BX(0, 1))

⇒ ϵBY (0, δ) ⊂ ϵT (BX(0, 1)) = T (BX(0, 1)) = T (BX(0, ϵ))

⊂ T (G \ {x}) = T (G) \ T ({x}) = T (G) \ y [ since T is linear]

So, we get BY (0, ϵδ)+ y ⊂ T (G). Therefore, y is an interior point of T (G). Hence, T (G) is open in Y . This
proves the theorem.

6.2.2 Closed Graph Theorem

In this section, we introduce closed linear operators which appear more frequently in the application. In
particular, most of the practical applications we encounter unbounded operators are closed linear operators.

Definition 6.2.7. Let X and Y be normed linear spaces. Then a linear operator T : X −→ Y is said to be
closed operator if for every sequence {xn} in X such that,

xn → x and Txn → y ⇒ Tx = y.

Definition 6.2.8 (Equivalent Definition). Define a normed space X × Y , where the two algebraic operations
are defined as,

(x1, y1) + (x2, y2) = (x1 + x2, y1 + y2)

α(x, y) = (αx, αy)

and the norm on X × Y is defined by
∥(x, y)∥ = ∥x∥+ ∥y∥.

Then a linear operator T : X −→ Y is closed operator if the graph of T , G(T ) = {(x, Tx) : x ∈ X} is
closed in X × Y .

Example 6.2.9. Consider the differential operator T : f −→ f ′ from (C⊥[a, b], ∥.∥∞) to (C[a, b], ∥.∥∞). We
know that, the operator is not continuous. Now we show that the operator is closed using uniform convergence
property. Let {(fn, f ′n)} be a sequence in G(T ) such that (fn) converges to f and f ′n converges to g in sup-
norm. We have to show that g = f ′. Using fundamental theorem of integral calculus, we write

fn(x) = fn(a) +

∫ x

a
f ′n(t)dt

f(x) = f(a) +

∫ x

a
g(t)dt (as n→ ∞)

The result follows by fundamental theorem of integral calculus.

Remark 6.2.10. Continuous linear operator ⇒ Closed linear operator.

The converse is not true(see the above example). Under certain conditions, the converse is true which is
stated as,

Theorem 6.2.11 (Closed Graph Theorem). Statement: If X and Y are Banach spaces and T : X −→ Y is
linear operator, then

T is continuous ⇒ T is closed.
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Proof. If T is continuous, then T is closed.
Conversely, suppose T is closed operator. Then the graph of T , G(T ) is closed in X × Y . Moreover, it is

a subspace and so it is a complete space.
Define P : G(T ) −→ X by P (x, Tx) = x. It is easy to verify that P is continuous, injective and surjective.

By Bounded inverse theorem (6.2.12), P−1 : X −→ G(T ) is continuous, i.e., ∥P−1(x)∥ ≤ c∥x∥,∀x ∈ X
for some c > 0. Hence T is bounded because of

∥Tx∥ ≤ ∥Tx∥+ ∥x∥ = ∥(x, Tx)∥
= ∥P−1(x)∥
≤ c∥x∥, ∀x ∈ X.

This proves the theorem.

Theorem 6.2.12 (Bounded inverse theorem). If X and Y are Banach spaces and T ∈ B[X,Y ] is injective
and surjective, then T−1 ∈ B[Y,X].

Exercise 6.2.13. 1. Prove that, an operator T is a projection iff T = T ∗T .

2. If P and Q are non-zero projections and PQ = 0, then show that ∥P +Q∥ < ∥P∥+ ∥Q∥.

3. Show that, the null space N (T ) of a closed linear operator T : X −→ Y is closed subspace of X .

4. Let (X, ∥.∥X) and (Y, ∥.∥Y ) be Banach spaces and T : X −→ Y be a surjective linear operator from
X onto Y such that ∃c > 0∀x ∈ X : ∥Tx∥Y ≤ c∥x∥X . Then T is bounded.
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Unit 7

Course Structure

• Unbounded operator: Basic properties, Cayley transform, change of measure principle, spectral theo-
rem.

7.0.1 Basic Properties

Definition 7.0.1. Let D be a subspace of a Hilbert space H . In this chapter D will almost never be closed.
An unbounded operator T in H with domain D is a linear mapping from D into H . We will write D(T ) for
the domain of T . T is densely defined if D(T ) is dense in H .

For an example, letH = L2[0, 1], letD = C1[0, 1] and let Tf = f ′. Note that T is not a bounded operator.
For another example, let D = {f ∈ C2 : f(0) = f(1) = 0} and Uf = f ′′. Then one can show that {−n2π2}
are eigenvalues.

Recall that G(T ), the graph of T , is the set {(x, Tx) : x ∈ D(T )}. If U is an extension of T , that means
that D(T ) ⊂ D(U) and Ux = Tx if x ∈ D(T ). Note that U will be an extension of T iff G(T ) ⊂ G(U).
One often writes T ⊂ U to mean that U is an extension of T .

A closed operator in H is one whose graph is a closed subspace of H × H . This is equivalent to saying
that whenever xn → x and Txn → y, then x ∈ D(T ) and y = Tx.

Proposition 7.0.2. If D(T ) = H and T is closed, then T is a bounded operator.

Proof. Recall the closed graph theorem, which says that if M is a closed linear map from a Banach space to
itself, then M is bounded. The proposition follows immediately from this.

Given a densely defined operator T , we want to define its adjoint T ∗. First we define D(T ∗) to be the set of
y ∈ H such that the linear functional l(x) = ⟨Tx, y⟩ is continuous(i.e. bounded) on D(T ). If y ∈ D(T ∗), the
Hahn-Banach theorem allows us to extend l to a bounded linear functional on H . By the Riesz representation
theorem for Hilbert spaces, there exists zy ∈ H such that

l(x) = ⟨x, zy⟩, x ∈ D(T )

Of course zy depends on y. We then define T ∗y = zy.
Since T is densely defined, it is routine to check that T ∗ is well-defined and also that T ∗ is an operator in

H , that is D(T ∗) is a subspace of H and T ∗ is linear.
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For example, let H = L2[0, 1], D(T ) = {f ∈ C1 : f(0) = f(1) = 0}, and Tf = f ′. If f ∈ D(T ) and
g ∈ C1, then

⟨Tf, g⟩ =

∫ 1

0
f ′(x)g(x)dx

= f(1)g(1)− f(0)g(0)−
∫ 1

0
f(x)g′(x)dx

= ⟨f, g⟩

by applying integration by parts. Thus |⟨Tf, g⟩| ≤ ∥f∥∥g′∥ is a bounded linear functional, and we see that
C1 ⊂ D(T ∗) and T ∗g = −g′ if g ∈ C1.

Some care is needed for the sum and composition of unbounded operators. We define

D(S + T ) = D(S) ∩D(T )

and D(ST ) = {x ∈ D(T ) : Tx ∈ D(S)}

Proposition 7.0.3. If S, T and ST are densely defined operators in H , then T ∗S∗ ⊂ (ST )∗. If in addition S
is bounded, then

T ∗S∗ = (ST )∗.

Proof. Suppose x ∈ D(ST ) and y ∈ D(T ∗S∗). Since x ∈ D(T ) and S∗y ∈ D(T ∗), then

⟨Tx, S∗y⟩ = ⟨x, T ∗S∗y⟩.

Since Tx ∈ D(S) and y ∈ D(S∗), then

⟨STx.y⟩ = ⟨Tx, S∗y⟩.

Assume now that S is bounded and y ∈ D((ST )∗). Then S∗ is also bounded and D(S∗) is therefore equal to
H . Hence,

⟨Tx, S∗y⟩ = ⟨STx, y⟩ = ⟨x, (ST )∗y⟩

for every x ∈ D(ST ). Thus S∗y ∈ D(T ∗), and so y ∈ D(T ∗S∗).

An operator T in H is symmetric if ⟨Tx, y⟩ = ⟨x, Ty⟩ whenever x, y are both in D(T ). Thus a densely
defined symmetric operator T is one such that T ⊂ T ∗. If T = T ∗, we say T is self-adjoint. Note that the
domains of T and T ∗ are crucial here. This is not an issue with bounded operators because every symmetric
bounded operator is self-adjoint.

Let us look at some examples. These will all be the same operator, but with different domains. Let H =
L2[0, 1]. Let D(S) be the set of absolutely continuous function f on [0, 1] such that f ′ ∈ L2. Let D(T ) be
the set of f ∈ D(S) such that in addition f(0) = f(1), and let D(U) be the set of functions in D(S) such
that f(0) = f(1) = 0. Note that if f ′ ∈ L2, then

|f(t)− f(s)| =
∣∣∣∣∫ t

s
f ′(x)dx

∣∣∣∣ ≤ ∥f ′∥L2 |t− s|
1
2

by Cauchy-Schwarz inequality, so functions in any of these domains can be well-defined at points.
The operator will be the same in case:
Sf = if ′, and the same for Tf and Uf provided f is in the appropriate domain. We see that U ⊂ T ⊂ S.

We will show that T is self-adjoint, U is symmetric but not self-adjoint, and S is not symmetric.
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By integration by parts,

⟨Tf, g⟩ =

∫ 1

0
(if ′)g

= if(1)g(1)− if(0)g(0)−
∫ 1

0
if(g)′

= if(1)g(1)− if(0)g(0)−
∫ 1

0
if(ig′).

Thus if f, g ∈ D(T ), we have ⟨Tf, g⟩ = ⟨f, Tg⟩, since f(1) = f(0) and g(1) = g(0) for f, g ∈ D(T ).
Then some calculation with T replaced by S shows that S is not symmetric. The calculation with T

replaced by U shows that U is symmetric. ⟨Tf, g⟩ =
∫ 1

0
(if ′)g shows that U ⊂ S∗.

Suppose g ∈ D(T ∗) and ϕ = T ∗g. Let ϕ(x) =
∫ x

0
ϕ(y)dy. If f ∈ D(T ), then

∫ 1

0
if ′g = ⟨Tf, g⟩ = ⟨f, ϕ⟩

= f(1)ϕ(1)−
∫ 1

0
f ′ϕ

the last equality by ’integration by parts’. Since D(T ) contains non-zero constants, take f identically equal

to 1 to conclude that ϕ(1) = 0. Therefore we have
∫ 1

0
f ′G = 0 whenever f ∈ D(T ) and G = ig − ϕ.

Taking the complex conjugate and replacing f by f ,
∫ 1

0
f ′G = 0 if f ∈ D(T ).

We claim that G is constant (a.e). Suppose a < b is such that [a, a+ h], [b, b+ h] are both subsets of [0, 1]
and take f such that

f ′ =
1

h
χ[a, a+ h]− 1

h
χ[b, b+ h]

Then f ∈ D(T ) and so
1

h

∫ a+h

a
G(x)dx− 1

h

∫ b+h

b
G(x)dx = 0

There is a set N of Lebesgue measure 0 such that if y ∈ N , then

1

h

∫ y+h

y
G(x)dx→ G(y)

So if ab /∈ N , taking the limit showsG(a) = G(b). Since we are on L2, we can modifyG on a set of Lebesgue
measure 0 and take G constant.

This implies that g = −iϕ + c is absolutely continuous and g′ = −iϕ ∈ L2. Also, g(0) = −iϕ(0) + c =
−iϕ(1) + c, hence g ∈ D(T ). Thus T ∗ ⊂ T .

In the case of U: If g ∈ D(U∗) and f ∈ D(U), then f(1) = 0 and so∫ 1

0
if ′g = f(1)ϕ(1)−

∫ 1

0
f ′ϕ = −

∫ 1

0
f ′ϕ

If G = ig − ϕ, then
∫ 1

0
f ′G = 0. As before G is constant, so g = −ϕ + c, but now we no longer know that

ϕ(1) = 0. So g(1) might not be equal to g(0). Therefore U∗ ⊂ S.
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If g ∈ D(S) and f ∈ D(V ), we have

⟨Uf, g⟩ = if(1)g(1)− if(0)g(0) +

∫ 1

0
f(ig′)

= ⟨f, Ug⟩.

Hence g ∈ D(U∗). Thus S ⊂ U∗, and with the above U∗ = S. Hence U is not self-adjoint.

Proposition 7.0.4. Let H be a Hilbert space over C, A is self-adjoint. Then A is closed.

Proof. A is closed: If xn → x and Axn → u, then ⟨Axn, y⟩ = ⟨xn, Ay⟩ → ⟨x,Ay⟩ = ⟨Ax, y⟩.
Also ⟨Axn, y⟩ → ⟨u, y⟩. This is true for all y, so Ax = u.

If A is defined on all of H and is self-adjoint, we conclude that A is bounded.
We say z is in the resolvent set of A if A− zI maps D one-to-one onto H .

Proposition 7.0.5. If z is not real, then z is in the resolvent set. Equivalently σ(A) ⊂ R.

Proof. 1. R =Range(A− zI) is a closed subspace.

R is equal to the set of all vectors u of the formAv−zv = u for some v ∈ D. Then ⟨Av, v⟩−z⟨v, v⟩ =
⟨u, v⟩.

A is self-adjoint, so ⟨Av, v⟩ = ⟨v,Av⟩ = ⟨Av, v⟩ is real. Looking at the imaginary parts,

−Im(z∥v∥2) = Im⟨u, v⟩

So,

|Imz|∥v∥2 ≤ ∥u∥∥v∥,

or, ∥v∥ ≤ 1

|Imz|
∥u∥

If un ∈ R and un → u, then ∥vn − vm∥ ≤
(

1

|Imz|

)
∥un − um∥, so vn is a Cauchy sequence, and

hence converges to some point v.

Since Avn − zvn = un → u and zvn converges to zv, then Avn converges to u + zv. Since A is
self-adjoint, it is closed, and so v ∈ D(A). Since ⟨Avn, w⟩ = ⟨vn, Aw⟩ for w ∈ D, then ⟨u+ zv, w⟩ =
⟨v,Aw⟩, which implies and Av = u+ zv, or u = (A− z)v ∈ R.

2. R = H . If not, there exists x ̸= 0 such that x is orthogonal to R, and then

⟨Av − zv, x⟩ = ⟨Av, x⟩ − ⟨v, zx⟩ = 0

for all v ∈ D. Then ⟨Av, x⟩ = ⟨v, zx⟩, so x ∈ D and Ax = zx. But then ⟨x,Ax⟩ = z⟨x, x⟩ is not real,
a contradiction.

3. A− zI is one-to-one. If not, there exists x ∈ D such that (A− zI)x = 0.

But then ∥x∥ ≤
(

1

|Imz|

)
∥0∥ = 0, or x = 0.
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If we set R(z) = (A− zI)−1 the resolvent, we have

∥R(z)∥ ≤ 1

|Imz|
.

If u,w ∈ H and v = R(z)u, then (A− z)v = u, and

⟨u,R(zw⟩ = ⟨(A− z)v,R(z)w

= ⟨v, (A− zR(z)w⟩
= ⟨v, w⟩
= ⟨R(z)u,w⟩.

So the adjoint of R(z) is R(z).

Theorem 7.0.6. Let A be a symmetric operator. A is self-adjoint if and only if σ(A) ⊂ R.

Proof. That A is self-adjoint implies that all non-real z are in the resolvent set has already been proved. We
thus have to show that if A is symmetric and σ(A) ⊂ R, then A is self-adjoint.

If x, y ∈ D(A),
⟨(A− z)x, y⟩ = ⟨x, (A− z)y⟩.

If z is not real, then z /∈ σ(A), so z−A is invertible and A− z and A− z map D(A) one-to-one and onto H .
For f, g ∈ H , we can define x = (A− z)−1f and y ∈ (A− z)g, and we note that x and y are both in D(A).

We then have
⟨f, (A− z)−1g⟩ = ⟨(A− z)−1f, g⟩

for all f, g ∈ H .
Now we show that A is self-adjoint. Take z as non-real and suppose v ∈ D(A∗). Set w = A∗v ∈ H . We

have,
⟨Ax, v⟩ = ⟨x,A∗v⟩

for all x ∈ D(A). Subtract z⟨x, v⟩ from both sides:

⟨(A− z)x, v⟩ = ⟨x, (A∗ − z)v⟩

Let g = (A∗ − z)v and f = (A− z)x. Then

⟨f, v⟩ = ⟨(A− z)x, v⟩ = ⟨x, (A∗ − z)v⟩
= ⟨(A− z)−1f, g⟩ = ⟨f, (A− z)−1g⟩.

The set of f of the form (A − z)x for x ∈ D(A) is all of H , hence v = (A − z)−1, which is in D(A). In
particular D(A∗) ⊂ D(A). We have (A− z)v = g = (A∗ − z)v, so A∗v = Av.

7.0.2 Cayley Transform

Definition 7.0.7. The mapping

t→ t− i

t+ i
(7.0.1)

sets up a one-to-one correspondence between the real line and the unit circle. This shows that every self-
adjoint T ∈ B(H) gives rise to a unitary operator

U = (T − iI)(T + iI)−1 (7.0.2)
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and that every unitary U whose spectrum does not contain the point 1 is obtained in this way.
This relation T ↔ U will now be extended to a one-to-one correspondence between symmetric operators,

on the one hand, and isometries, on the other.
Let T be a symmetric operator in H .
Then

∥Tx+ ix∥2 = ∥x∥2 + ∥Tx∥2

= ∥Tx− ix∥2 [x ∈ D(T )]. (7.0.3)

Hence there is an isometry U, with

D(U) = R(T + iI); R(U) = R(T − iI) (7.0.4)

defined by
U(Tx+ ix) = Tx− ix [x ∈ D(T )]. (7.0.5)

Since (T + iI)−1 maps D(U) onto D(T ), U can also be written in the form

U = (T − iI)(T + iI)−1. (7.0.6)

This operator U is called the Cayley transform of T .

Alternative Definition

Define U = (A− i)(A+ i)−1.

This is the image of the operator A under the function F (z) =
z − i

z + i
,

which maps the real line to δB(0, 1) \ {1}, and is called the Cayley transform of A.

Proposition 7.0.8. U is a unitary operator.

Proof. A+ i and A− i each map D(A) one-to-one onto H , so U maps H onto itself.
U is norm preserving: Let u ∈ H , v = (A+ i)−1u, w = Uu. So (A+ i)v = u, (A− i)v = w. We need

to show ∥u∥ = ∥w∥. We have,

∥u∥2 = ⟨(A+ i)v, (A+ i)v⟩
= ∥Av∥2 + ∥v∥2 + i⟨v,Av⟩ − i⟨Av, v⟨
= ∥Av, v∥2 + ∥v∥2

and similarly
∥w∥ = ⟨(A− i)v, (A− i)v = ∥Av∥2 + ∥v∥2.

Proposition 7.0.9. Given A and U as above and E the spectral resolution for U, E({1}) = 0.

Proof. Write E1 for E({1}) = 0. If E1 ̸= 0, there exists z ̸= 0 in the range of E1, so z = E1w. Then

Uz =
∫
σ(U)

λE(dλ)z =

∫
σ(U)

λ(E − E1)d(λ)z +

∫
{1}

λE1(dλ)z

The first integral is zero since (E − E1)(A) and E1 are orthogonal for all A.
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The second integral is equal to
E1z = E1E1w = E1w = z

since E1 is a projection.
We conclude z is an eigenvector for U with eigenvalue 1. So

(A− iI)(A+ iI)−1z = z

Let v = (A+ iI)−1z, or z = (A+ iI)v.
Then,

z = (A− iI)(A+ iI)−1z = (A− iI)v,

and then iv = −iv, so v = 0 and hence z = 0, a contradiction.

Lemma 7.0.10. Suppose U is an operator in H which is an isometry: ∥Ux∥ = ∥x∥ for every x ∈ D(U).

a) If x ∈ D(U) and y ∈ D(U), then (Ux,Uy) = (x, y).

b) If R(I − U) is dense in H , then I − U is one-to-one.

c) If any one of the three spaces D(U), R(U) and ζ(U) is closed, so are the other two.

Theorem 7.0.11. Suppose U is the Cayley transform of a symmetric operator T in H . Then the following
statements are true:

a) U is closed if and only if T is closed.

b) R(I − U) = T , I − U is one-to-one, and T can be reconstructed from U by the formula

T = i(I + U)(I − U)−1

(The Cayley transforms of distinct symmetric operators are therefore distinct).

c) U is unitary if and only if T is self-adjoint.

Conversely, if V is an operator in H which is an isometry, and if I − V is one-to-one, then V is the Cayley
transform of a symmetric operator in H .

Proof. T is closed if and only if R(T + iI) is closed. By the above lemma, U is closed iff D(U) is closed.
Since D(U) = R(T + iI), by the definition of the Cayley transform, (a) is proved.

The one-to-one correspondence x↔ z between D(T) to D(U) = R(T + iI), given by

z = Tx+ ix, U = Tx− ix (7.0.7)

can be rewritten in the form
(I − U)z = 2ix, (I + U)z = 2Tx (7.0.8)

This shows that I − U is one-to-one, that R(T + iI) = D(T ), so that (I − U)−1 maps D(T ) onto D(U), and
that

2Tx = (I + U)z = (I + U)(I − U)−1(2ix) [x ∈ D(T )] (7.0.9)

This proves (b).
Assume now that T is self-adjoint. Then

R(I + T 2) = H (7.0.10)
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Since,

(T + iI)(T − iI) = I + T 2 = (T − iI)(T + iI) (7.0.11)

[the three operators (7.0.11) have domain D(T 2)]
it follows from (7.0.10) that

D(U) = R(T + iI) = H (7.0.12)

and R(U) = R(T − iI) = H. (7.0.13)

Since U is an isometry, (7.0.12) and (7.0.13) imply that U is unitary.
To complete the proof of (c), assume that U is unitary. Then

[R(I − U)]⊥ = N (I − U) = {0},

by (b) and the normality of I − U, so that D(T ) = R(I − U) dense in H . Thus, T ∗ is defined, and T ⊂ T ∗.
Fix y ∈ D(T ∗). Since R(T + iI) = D(U) = H , there exists y0 ∈ D(T ) such that

(T ∗ + iI)y = (T + iI)y0 = (T ∗ + iI)y0. (7.0.14)

The last equality holds because T ⊂ T ∗. If y1 = y − y0, then y1 ∈ D(T ∗) and for every x ∈ D(T ).

((T − iI)x, y1) = (x, (T ∗ + iI)y1) = (x, 0) = 0 (7.0.15)

Thus, y ⊥ R(T − iI) = R(U) = H , and so y1 = 0, and y = y0 ∈ D(T ).
Hence T ∗ ⊂ T , and (c) is proved.
Finally, let V be as in the statement of the converse. Then there is a one-to-one correspondence z ↔ x

between D(V ) and R(I − V ), given by

x = z − V z. (7.0.16)

Define S on D(S) = R(I − V ) by

Sx = i(z + V z) if x = z − V z. (7.0.17)

If x ∈ D(S) and y ∈ D(S), then x = z − V z and y = u− V u for some z ∈ D(V ) and u ∈ D(V ). Since V
is an isometry, it now follows from (a) of the lemma, that

(Sx, y) = i(z + V z, u− V u) = i(V z, u)− i(z, V u)

= (z − V z, iu+ iV u) = (x, Sy)

Hence S is symmetric. Since (7.0.17) can be written in the form

2iV z = Sx− ix, 2iz = Sx+ ix [z ∈ D(V )] (7.0.18)

We see that

V (Sx+ ix) = Sx− ix [x ∈ D(S)] (7.0.19)

and that D(V ) = R(S + iI). Therefore V is the Cayley transform of S.
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7.0.3 Change of measure principle

Suppose

(a) R and R′ are σ-algebras in sets Ω and Ω′

(b) E : R −→ B(H) is a resolution of the identity, and

(c) ϕ : Ω −→ Ω′ has the property that ϕ−1(w′) ∈ R for every w′ ∈ R′.

If E′(w′) = E(ϕ−1(w′)), then E′ : R′ −→ B(H) is also a resolution of the identity, and∫
Ω′
fdE′

x,y =

∫
Ω
(f ◦ ϕ)dEx,y (7.0.20)

for every R′-measurable f : Ω′ −→ C for which either of these integral exists.

7.0.4 Resolution of the Identity

Notation R will be a σ-algebra in a set Ω,H will be a Hilbert space, andE : R −→ B(H) will be a resolution
of the identity.

7.0.5 Spectral Theorem

Proposition 7.0.12. Let M be a bounded operator and f a measurable function. Let

Df =

{
x :

∫
σ(M)

|f(x)|2µx,x(dλ) <∞

}

Then

(1) Df is a dense subspace of H .

(2) If x, y ∈ H , ∫
σ(M)

|f(x)|2µx,x(dλ) ≤ ∥y∥

(∫
σ(M)

|f(λ)|2 × µx,x(dλ)

) 1
2

(3) If f is bounded and v = f(M)z, then

µx.v(dλ) = f(λ)µx,z(dλ), x, z ∈ H.

Proof. (1) Let S ⊂ σ(M) and z = x+ y.

∥E(S)z∥2 ≤ (∥E(S)x∥+ ∥E(S)y∥2)
≤ 2∥E(S)x∥2 + 2∥E(S)y∥2

So,
µz,z(S) ≤ 2µx,x(S) + 2µy,y(S)

This is true for all S, so
µz,z(dλ) ≤ 2µx,x(dλ) + 2µy,y(dλ)
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This proves that Df is a subspace. Let, Sn = {λ ∈ σ(M) : |f(λ)| < n}. Then if x = E(Sn)z,

E(S)x = E(S)E(Sn)E(Sn)z

= E(S ∩ Sn)E(Sn)z = E(S ∩ Sn)x,

so
µx,x(S) = µx,x(S ∩ Sn).

Then ∫
σ(M)

|f(x)|2µx,x(dλ) =

∫
Sn

|f(x)|2µx,x(dλ)

≤ n2∥x∥2 <∞.

To see this last line, we know it holds when |f |2 is replaced by g and g is the characteristic function
of a set. It holds for g simply by linearity, and then it holds for g = |f |2 by monotone convergence.
Therefore the range of E(Sn) ⊂ D(f). σ(M) = UnSn, so

∥E(Sn)y − y∥2 = ∥E(Sn)(y)− E(σ(M))(y)∥2

=

∫
|χσ(M) \ Sn(λ)|2µy,y(dλ) −→ 0

by dominated convergence. Hence y is in the closure of Df .

(2) If x, y ∈ H , f is bounded,
f(λ)µx,y(dλ) << |f(λ)||µx,y|(dλ),

so there exists u with |u| = 1 such that

u(λ)f(λ)µx,y(dλ) = |f(λ)||µx,y|(dλ).

Hence ∫
σ(M)

|f(x)|µx,x(dλ) = (µf(M)x, y)

≤ ∥uf(M)x∥∥y∥.

But
∥uf(M)x∥2 =

∫
|uf |2dµx,x =

∫
|f |2dµx,x.

So, (2) holds for bounded f . Now take a limit and use monotone convergence.

(3) Let g be continuous. ∫
σ(M)

gdµx,v = (g(M)x, v) = (g(M)x, f(M)z)

= ((fg)(M)(x), z) =

∫
gfdµx,z

this is true for all g continuous, so dµx,x = fdµx,z .

Theorem 7.0.13. Let E be a resolution of the identity.
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(1) Suppose f : σ(M) −→ C is measurable. There exists a densely defined operator f(M) with domain
Df and

⟨f(M)x, y⟩ =

∫
σ(M)

f(λ)µx,y(dλ)

∥f(M)x∥ =

∫
σ(M)

|f(λ)|2µx,x(dλ) (7.0.21)

(2) If Dfg ⊂ Dg, then f(M)g(M) = (fg)(M).

(3) f(M)∗ = f(M) and f(M)f(M)∗ = f(M)∗f(M) = |f |2M .

Proof. (1) If x ∈ Df , then l(y) =

∫
σ(M)

fdµx,y is a bounded linear functional with norm at most

(

∫
|f |2dµx,x)

1
2 by (2) of the preceding proposition. Choose f(M)x ∈ H to satisfy (1) for all y.

Let fn = fχ(|f | ≤ n). ThenDf −fn = Df since
∫

|f − fn|2dµx,x is finite if and only if
∫

|f |2dµx,x
is finite, using that fn is bounded. By the Dominated convergence theorem,

∥f(M)x− fn(M)x∥2 ≤
∫
σ(M)

|f − fn|2dµx,x → 0.

Since fn is bounded, (7.0.21) holds with fn.

Now let n→ ∞.

(2) : Define gm = gχ(|g| ≤ m). Since fn and gm are bounded, (2) follows for fn, gm. Now let m → ∞
and then n→ ∞.

(3) We know this holds for fn since fn is bounded. Now let n→ ∞.

Theorem 7.0.14 (Spectral Theorem). Let A be a self-adjoint operator on a Hilbert space over the complex

numbers. There exists a resolution of the identity E such that, A =

∫
σ(A)zE(dz)

.

Proof. Start with the unbounded operatorA. Let U = (A− iI)(A+ iI)−1. Then U is unitary with a spectrum
on δB(0, 1) \ {1}. Let the resolution of the identity for U be given by Ẽ.

Let us define ϕ = F−1, which is a map taking δB(0, 1) \ {1} to R. Thus

ϕ(z) =
i(1 + z)

1− z
.

We check that A = ϕ(U). Since the range of ϕ is R, then ϕ(U) is self-adjoint. Since ϕ(z)(1− z) = i(1 + z),
the above theorem implies that,

ϕ(U)(I − U) = i(I + U).

In particular, the range of I − U is contained in the domain of ϕ(U). From the definition of the Cayley
transform, we have

A(I − U) = i(I + U)

and the domain of A is equal to the range of I − U. Thus A ⊂ ϕ(U). Since both A and ϕ(U) are self-adjoint,

ϕ(U) = ϕ(U)∗ ⊂ A∗ = A ⊂ ϕ(U),
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and hence A = ϕ(U).
Let E(S) = Ẽ(ϕ−1(S)). We have

⟨Ax, y⟩ = ⟨ϕ(Ux, y⟩

=

∫
σ(U)

ϕ(z)⟨Ẽ(dz)x, y⟩.

By the change of measure principle, this is equal to
∫
σ(A)

z⟨E(dz)x, y⟩.

Exercise 7.0.15. 1. The associative law (T1T2)T3 = T1(T2T3) has been used freely throughout this chap-
ter. Prove it. Prove also that T1 ⊂ T2 implies ST1 ⊂ ST2 and T1S ⊂ T2S.

2. Suppose T is densely defined, closed operator in H , and T ∗T ⊂ TT ∗. Does it follow that T is normal?

3. Suppose T is densely defined operator in H , and (Tx, x) = 0 for every x ∈ D(T ). Does it follow that
Tx = 0 for every x ∈ D(T )?

4. Let H2 be the space of all holomorphic functions f(z) =
∑
cnz

n in the open unit disc that satisfy,

∥f∥2 =
∞∑
n=0

|cn|2 <∞

Define V now by, (V f)(z) = zf(z2). Show that V is an isometry which is the Cayley transform of a
closed symmetric operator T in H2, whose deficiency indices are 0 and ∞.

5. Suppose T is a closed operator in H , D(T ) = D(T ∗), and ∥Tx∥ = ∥T ∗x∥ for every x ∈ D(T ). Prove
that T is normal.

[Hint: Begin by proving that (Tx, Ty) = (T ∗x, T ∗y), x ∈ D(T ), y ∈ D(T )]
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Unit 8

Course Structure

• Compact map: Basic properties, compact symmetric operator, Rayleigh principle, Fisher’s principle,
Courant’s principle, Mercer’s theorem, positive compact operator.

8.0.1 Basic Properties

A subset S is precompact if S is compact. Recall that if A is a subset of a metric space, A is precompact iff
every sequence in A has subsequene which converges in A. Also, A is compact iff A is complete and totally
bounded.

Write B1 for the unit ball in X .
A map K from a Banach space X to a Banach space U is compact if K(B1) is precompact in U.
One example is if K is degenerate, so that RK is finite dimensional. The identity on l2 is not compact.
The following facts are easy:

1) If C1, C2 are precompact subsets of a Banach space, then C1 + C2 is precompact.

2) If C is precompact, so is the convex hull of C.

3) If M : X −→ U and C is precompact in X , then M(C) is precompact in U.

Proposition 8.0.1. (i) If K1 and K2 are compact maps, so is KK1 +K2.

(ii) If X L−→ U M−→, where M is bounded and L is compact, then ML is compact.

(iii) In the same situation as (ii), if L is bounded and M is compact

(iii) In the same situation as (ii), if L is bounded and M is compact, then ML is compact.

(iv) If Kn are compact maps and lim∥Kn −K∥ = 0, then K is compact.

Proof. (i) For the sum, (K1 +K2)(B1) ⊂ K1(B1) +K2(B2) and the multiplication by K is similar.

(ii) ML(B1) will be compact because L(B1) is compact and M is continuous.

(iii) L(B1) will be contained in some ball, so ML(B1) is precompact.
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(iv) Let ϵ > 0. Choose n such that ∥Kn −K∥ < ϵ. Kn(B1) can be covered by finitely many balls of radius
ϵ, so K(B1) is covered by the set of balls with the same centres and radius 2ϵ. Therefore K(B1) is
totally bounded.

We can use (iv) to give a more complicated example of a compact operator.
Let, X = U = l2 and define

K(a1, a2, · · · ) =
(a1
2
,
a2
22
,
a3
23
, · · ·

)
.

It is the limit in norm of Kn, where

Kn(a1, a2, · · · ) =
(a1
2
,
a2
22
,
a3
23
, · · · , an

2n
, 0, · · ·

)
.

Note that any bounded operator K on l2 maps B1 into a set of the form [−M,M ]N. By Tychonoff, this is
compact in the product topology. However it is not necessarily compact in the topology of the space l2.

Proposition 8.0.2. If X and Y are Banach spaces and K : X −→ Y is compact and Z is a closed subspace
of X , then the map K|Z is compact.

Let A be a bounded linear operator on a Banach space. If z is a complex number and I is the identity
operator on H which might or might not be invertible. We define the spectrum of A by

σ(A) = {z ∈ C : I −A is not invertible}.

We sometimes write z−A for zI−A. The resolvent set forA is the set of complex numbers z such that z−A
is invertible. A non-zero element z is an eigenvector for A with corresponding eigenvalue λ if Az = λz.

Compact Symmetric Operator

If A is bounded operator on H , a Hilbert space over the complex numbers, the adjoint of A, denoted by A∗,
is the operator on H such that ⟨Ax, y⟩ = ⟨x,A∗y⟩,∀x and y.

It follows from the definition that the adjoint of cA is cA∗ and the adjoint of An is (A∗)n.

If P (x) =
n∑

j=0

ajA
j will be P (A∗) =

n∑
j=0

ajP (A
∗).

The adjoint operator always exists.

Proposition 8.0.3. If A is a bounded operator on H , there exist a unique operator A∗ such that ⟨Ax, y⟩ =
⟨x,A∗y⟩, ∀x and y.

Proof. Fix y for the moment. The function f(x) = ⟨Ax, y⟩ is a linear functional on H . By the Riesz
representation theorem for Hilbert spaces, there exists zy such that ⟨Ax, y⟩ = ⟨x, zy⟩,∀x. Since,

⟨x, zy1+y2⟩ = ⟨Ax, y1 + y2⟩
= ⟨Ax, y1⟩+ ⟨Ax, y2⟩
= ⟨x, zy1⟩+ ⟨x, zy2⟩

for all x, then zy1+y2 = zy1 + zy2 and similarly zcy = czy. If we define A∗y = zy, this will be the operator
we seek.

If A1 and A2 are two operators such that ⟨x,A1y⟩ = ⟨Ax, y⟩ = ⟨x,A2y⟩, ∀x and y, then A1y = A2y, ∀y,
so A1 = A2. Thus the uniqueness assertion is proved.
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A bounded linear operator A mapping H into H is called symmetric if

⟨Ax.y⟩ = ⟨x,Ay⟩ (8.0.1)

for all x and y in H . Other names for symmetric are Hermitian or self-adjoint. When A is symmetric, then
A∗ = A, which explains the name "self-adjoint".

Example 8.0.4. For an example of a symmetric bounded linear operator, let (X,A, µ) be a measure space
with µ and σ-finite measure, let H = L2(X), and let F (x, y) be a jointly measurable function from X ×X
into C such that F (y, x) = F (x, y) and∫ ∫

F (x, y)2µ(dx)µ(dy) <∞. (8.0.2)

Define A : H −→ H by

Af(x) =

∫
F (x, y)f(y)µ(dy). (8.0.3)

You can check that A is a bounded symmetric operator.

Here is an example of a compact symmetric operator.

Example 8.0.5. Let H = L2([0, 1]) and let F : [0, 1]2 −→ R be a continuous function with F (x, y) =
F (y, x) for all x and y. Define K : H −→ H by

Kf(x) =

∫ 1

0
F (x, y)f(y)dy.

We discussed in previous example that K is a bounded symmetric operator. Let us show that it is compact.
If f ∈ L2([0, 1]) with ∥f∥ ≤ 1, then

|Kf(x)−Kf(x′)| =

∣∣∣∣∫ 1

0
[F (x, y)− F (x′y)]f(y)dy

∣∣∣∣
≤

(∫ 1

0
|F (x, y)− F (x′y)|2dy

) 1
2

∥f∥,

using the Cauchy-Schwarz inequality. Since F is continuous on [0, 1]2, which is a compact set, then it is
uniformly continuous there.

Let ϵ > 0. There exists δ such that

sup
|x−x′|<δ

sup
y

|F (x, y)− F (x′, y)| < ϵ.

Hence if |x−x′| < δ, then |Kf(x)−Kf(x′)| < ϵ for every f with ∥f∥ ≤ 1. In other words, {Kf : ∥f∥ ≤ 1}
is an equicontinuous family.

Since F is continuous, it is bounded, say by N , and therefore

|Kf(x)| ≤
∫ 1

0
N |f(y)|dy ≤ N∥f∥,

again using the Cauchy-Schwarz inequality.
If Kfn is a sequence in K(B1), then {Kfn} is a bounded equicontinuous family of functions on [0,1], and

by the Ascoli-Arzela theorem, there is a subsequence which converges uniformly on [0,1]. It follows that this
subsequence also converges with respect to the L2 norm. Since every sequence in K(B1) has a subsequence
which converges, the closure of K(B1) is compact. Thus K is a compact operator.
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We have the following proposition.

Proposition 8.0.6. Suppose A is a bounded symmetric operator.

(1) (Ax, x) is real for all x ∈ H .

(2) The function x −→ ⟨Ax, x⟩ is not identically 0 unless A = 0.

(3) ∥A∥ = sup∥x∥=1 |⟨Ax, x⟩.

Proof. (1) This one is easy since
⟨Ax, x⟩ = ⟨x,Ax⟩ = ⟨Ax, x⟩

where we use z for the complex conjugate of z.

(2) If ⟨Ax, x⟩ = 0 for all x, then

0 = ⟨A(x+ y), x+ y⟩ = ⟨Ax, x⟩+ ⟨Ay, y⟩
= ⟨Ax, y⟩+ ⟨y,Ax⟩
= ⟨Ax, y⟩+ ⟨Ax, y⟩.

Hence, Re⟨Ax, y⟩ = 0. Replacing x by ix and using linearity,

Im(⟨Ax, y⟩) = −Re(i⟨Ax.y⟩)
= −Re(⟨A(ix), y⟩) = 0.

Therefore, ⟨Ax, y⟩ = 0 for all x and y. We conclude that Ax = 0 for all x and thus A = 0.

(3) Let β = sup
∥x∥=1

|⟨Ax, x⟩. By the Cauchy Schwarz inequality,

|⟨Ax, x⟩| ≤ ∥Ax∥∥x∥ ≤ ∥A∥∥x∥2

so, β ≤ ∥A∥.

To get the other direction, let ∥x∥ = 1 and let y ∈ H such that ∥y∥ = 1 and ⟨y,Ax⟩ is real. Then

⟨y,Ax⟩ = 1

4
(⟨x+ y,A(x+ y)⟩ − ⟨x− y,A(x− y)⟩).

We used that
⟨y,Ax⟩ = ⟨Ay, x⟩ = ⟨Ax, y⟩ = ⟨x,Ay⟩,

since ⟨y,Ax⟩ is real and A is symmetric.

Then

16|⟨y,Ax⟩|2 ≤ β2(∥x+ y∥2 + ∥x− y∥2)2

= 4β2(∥x∥2 + ∥y∥2)2

= 16β2.

We used the parallelogram law [∥x+y∥2+∥x−y∥2 = 2∥x∥2+2∥y∥2] in the 1st equality. We conclude
|⟨y,Ax⟩| ≤ β.

If ∥y∥ = 1 but ⟨y,Ax⟩ = reiθ is not real. Let y′ = e−iθy and apply the above with y′ instead of y. We
then have

|⟨y,Ax⟩| = |⟨y′, Ax⟩| ≤ β.
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Setting y =
Ax

∥Ax∥
, we have ∥Ax∥ ≤ β. Taking the supremum over x with ∥x∥ = 1 we conclude

∥A∥ ≤ β.

If (Ax, x) ≥ 0,∀x, we say A is positive, and write A ≥ 0. Writing A ≤ B means B − A ≥ 0. For
matrices, one uses the words "positive definite".

Now suppose A is compact.

Proposition 8.0.7. If xn
w−→, then Axn

s−→.

Proof. If xn
w−→ x, then Axn

w−→ Ax, since ⟨Axn, y⟩ = ⟨xn, Ay⟩ → ⟨x,Ay⟩ = ⟨Ax, y⟩.
If xn converges weakly, then ∥xn∥ is bounded so Axn lies in a precompact set.
Any subsequence of Axn has a further subsequence which converges strongly. The limit must be Ax.

Lemma 8.0.8. If K is a compact operator and {xn} is a sequence with ∥xn∥ ≤ 1 for each n, then {Kxn} has
a convergent subsequence.

Proof. Since ∥xn∥ ≤ 1, then
{
1

2
xn

}
⊂ B1. Hence

{
1

2
Kxn

}
=

{
K

(
1

2
xn

)}
is a sequence contained in

K(B1), a compact set and therefore has a convergent subsequence.

We now prove the spectral theorem for compact symmetric operators.

Theorem 8.0.9. Suppose H is a separable Hilbert space over the complex numbers and K is a compact
symmetric linear operator. There exist a sequence {zn} in H and a sequence {λn} in R such that

(1) {zn} is an orthonormal basis for H .

(2) each zn is an eigenvector with eigenvalue λn, i.e. Kzn = λnzn.

(3) for each λn ̸= 0, the dimension of the linear space {x ∈ H : Kx = λnx} is finite.

(4) the only limit point, if any, of {λn} is 0; if there are infinitely many distinct eigenvalues, then 0 is a
limit point of {λn}.

Note that part of the assertion of the theorem is that the eigenvalues are real. (3) is usually phrased as saying
the non-zero eigenvalues have finite multiplicity.

Proof. If K = 0, any orthonormal basis will do for {zn} and all the λn are zero, so we suppose K ̸= 0. We
first show that the eigenvalues are real, that eigenvectors corresponding to distinct eigenvalues are orthogonal,
the multiplicity of non-zero eigenvalues is finite, and that 0 is the only limit point of the set of eigenvalues.
We then show how to sequentially construct a set of eigenvectors and that this construction yields a basis.

If λn is an eigenvalue corresponding to a eigenvector zn ̸= 0, we see that,

λn⟨zn, zn⟩ = ⟨λnzn, zn⟩ = ⟨Kzn, zn⟩ = ⟨zn,Kzn⟩
= ⟨zn, λnzn⟩ = λn⟨zn, zn⟩,

which proves that λn is real.
If λm ̸= λn are two distinct eigenvalues corresponding to the eigenvectors zn and zm, we observe that

λn⟨zn, zm⟩ = ⟨λnzn, zm⟩ = ⟨Kzn, zm⟩ = ⟨zn,Kzm⟩
= ⟨zn, λmzm⟩ = λm⟨zn, zm⟩
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using that λm is real. Since λn ̸= λm, we conclude ⟨zn, zm⟩ = 0.
Since λn ̸= 0 and that there are infinitely many orthonormal vectors xk such that Kxk = λnxk. Then

∥xk − xj∥2 = ⟨xk − xj , xk − xj⟩
= ∥xk∥2 − 2⟨xk, xj⟩+ ∥xj∥2 = 2

if j ̸= k. But then no subsequence of λnxk = kxk can converge, a contradiction to the above lemma.
Therefore, the multiplicity of λn is finite.

Suppose we have a sequence of distinct non-zero eigenvalues converging to a real number λ ̸= 0 and a
corresponding sequence of eigenvectors each with norm one. Since K is compact, there is a subsequence
{nj} such that Kznj converges to a point in H , say w. Then

znj =
1

λnj

Kznj →
1

λ
w.

or {znj} is an orthonormal sequence of vectors converging to λ−1w. But as in the preceeding paragraph, we
cannot have such a sequence.

Since {λn} ⊂ B(0, r(K)), a bounded subset of the complex plane, if the set {λn} is infinite, there will be
a subsequence which converges. By the preceeding paragraph, 0 must be a limit point of the subsequence.

We now turn to constructing eigenvectors. We know that ∥K∥ = sup
∥x∥=1

|⟨Kx, x⟩|.

We claim the maximum is attained. If sup
∥x∥=1

|⟨Kx, x⟩| = ∥K∥, let λ = ∥K∥; otherwise let λ = −∥K∥.

Choose xn with ∥xn∥ = 1 such that ⟨Kxn, xn⟩ converges to λ. There exists a subsequence {nj} such that
Kxnj converges, say to z. Since λ ̸= 0, then z ̸= 0, for otherwise

λ = lim
j→∞

⟨Kxnj , xnj ⟩ = 0

Now,

∥(K − λI)z∥2 = lim
j→∞

∥(K − λI)Kxnj∥2

≤ ∥K∥2 lim
j→∞

∥(K − λI)xnj∥2

and,

∥(K − λI)z∥2 = ∥Kxnj∥2 + λ2∥xnj∥2 − 2λ⟨xnj ,Kxnj ⟩
≤ ∥K∥2 + λ2 − 2λ⟨xnj ,Kxnj ⟩
→ λ2 + λ2 − 2λ2 = 0.

Therefore, (K − λI)z = 0, or z is an eigenvector for K with corresponding eigenvalue λ.
Suppose, we have found eigenvalues z1, z2, · · · , zn. LetXn be the linear subspace spanned by {z1, z2, · · · , zn}

and let Y = X⊥
n be the orthogonal complement of Xn, that is, the set of all vectors orthogonal to every vector

in Xn. If x ∈ Y and K ≤ n, then

⟨Kx, zk⟩ = ⟨x,Kzk⟩ = λk(x, zk) = 0,

or Kx ∈ Y . Hence K maps Y into Y . It is an exercise to show that K|Y is a compact symmetric operator. If
Y is non-zero, we can then look at K|Y , and find a new eigenvector zn+1.

It remains to prove that the set of eigenvectors forms a basis. Suppose y is orthogonal to every eigenvector.
Then

⟨Ky, zk⟩ = ⟨y,Kzk⟩ = ⟨y, λkzk⟩ = 0.
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If zk is an eigenvector with eigenvalue λk, so Ky is also orthogonal to every eigenvector. Suppose X is the
closure of the linear subspace spanned by {zk}, Y = X⊥, and Y ̸= {0}. If y ∈ Y , then ⟨Ky, zk⟩ = 0 for
each eigenvector zk, hence ⟨Ky, z⟩ = 0 for every z ∈ X , orK : Y −→ Y . ThusK|Y is a compact symmetric
operator, and by the argument already given, there exists an eigenvector for K|Y . This is a contradiction since
Y is orthogonal to every eigenvector.

Remark 8.0.10. If {zn} is an orthonormal basis of eigenvectors for K with corresponding eigenvalues λ, let
En be the projection onto the subspace spanned by zn, i.e., Enx = ⟨x, zn⟩zn. A vector x can be written as∑
n

⟨x, zn⟩zn, thus Kx =
∑
n

λn⟨x, zn⟩zn. We can then write, K =
∑
n

λnEn.

For general bounded symmetric operators there is a related expansion where the sum gets replaced by an
integral.

Remark 8.0.11. If zn is eigenvector for K with corresponding eigenvalue λn, then Kzn = λnzn, so

K2zn = K(Kzn) = K(λnzn) = λnKzn = (λn)
2zn

More generally, Kjzn = (λn)
jzn. Using the notation of the above Remark, we can write

Kj =
∑
n

(λ)jEn.

If Q is any polynomial, we can then use linearity to write, Q(K) =
∑
n

Q(λn)En.

It is a small step from here to make the definition f(K) =
∑
n

f(λn)En for any bounded and Borel

measurable function f .
If α1 ≥ α2 ≥ · · · > 0 and Azn = αnzn, then our construction shows that

αN = max
x+z1,z2,··· ,zN−1

⟨Ax, x⟩
∥x∥2

.

This is known as the Rayleigh principle.
Let,

RA(x) =
⟨Ax, x⟩
∥x∥2

.

Proposition 8.0.12. Let A be compact and symmetric and let αk be the non-negative eigenvalues with α1 ≥
α2 ≥ · · · . Then

(1) (Fisher’s principle)
αN = max

SN

min
x∈SN

RA(x)

where the maximum is over all linear subspaces SN of dimension N .

(2) (Courant’s principle)
αN = min

SN−1

max
x⊥SN−1

RA(x)

where the minimum is over all linear subspaces of dimension N − 1.
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Proof. Let z1, z2, · · · , zN be eigenvectors with corresponding eigenvalues α1 ≥ α2 ≥ · · · ≥ αN . Let TN

be the linear subspace spanned by {z1, z2, · · · , zN}. If y ∈ TN , we have y =
N∑
j=1

cjzj for some complex

numbers cj and then

⟨Ay, y⟩ =
N∑
i=1

N∑
j=1

cicj⟨Azi, zj⟩ =
∑
i

∑
j

cicjαi⟨zi, zj⟩

=
∑
i

|ci|2αi ≥
∑
i

|ci|2αN

= ⟨y, y⟩.

Using the fact that the zi’s are orthogonal by our construction.

(1) Let zk be the eigenvectors. Let SN be a subspace of dimension N . There exists y ∈ SN such that
⟨y, zk⟩ = 0 for k = 1, · · · , N − 1. Since

αN = max
x⊥z1,··· ,zN−1

RA(x)

then y is one of the vectors over which the max is being taken, so RA(y) ≤ αN for this y. So,
minx∈SN

RA(x) ≤ αN . This is true for all spaces of dimension N . So, the right hand side is less than
or equal to αN .

Now we show the right hand side is greater than or equal to αN . Let SN be the linear span of
{z1, · · · , zN}. By the first paragraph of the proof, RA(x) ≥ αN for every x ∈ SN , and RA(x) = αN

when x = zN . So, minx∈SN
RA(x) = αN . The maximum over all subspaces of dimension N will be

larger than the value for this particular subspace, so the right hand side is atleast as large as αN .

(2) Let SN−1 be a subspace of dimension N − 1 and let TN be the span of {z1, · · · , zN}. Since the
dimension of TN is larger than that of SN−1, there must be a vector y ∈ TN perpendicular to SN−1.
Since y ∈ TN , then RA(y) ≥ αN by the first paragraph of this proof, so

max
x⊥SN−1

RA(x) ≥ RA(y) ≥ αN .

Taking the minimum over all spaces SN−1 shows that right hand side is greater than or equal to αN .

If x ⊥ TN−1, then x =
∞∑

j=N+1

cjzj , and then

⟨Ax, x⟩ =
∞∑

j=N

∞∑
k=N

cjckαj⟨zj , zk⟩

=
∞∑

j=N

αj |cj |2 ≤ αN

∞∑
j=N

|cj |2

= αN ⟨x, x⟩.

Therefore RA(x) ≤ αN . This leads to

min
SN−1

max
x⊥SN−1

RA(x) ≤ max
x⊥TN−1

RA(x) ≤ αN .

Since TN−1 is a particular subspace of dimension N − 1.

86



Proposition 8.0.13. Suppose A ≤ B with eigenvalues αk, βk, respectively, ordered to be decreasing. Then
αk ≤ βk, ∀k.

Proof. A ≤ B implies ⟨Ax, x⟩ ≤ ⟨Bx, x⟩, so RA(x) ≤ RB(x). Now use either Fisher’s or Courant’s
principle.

8.0.2 Mercer’s Theorem

We will need to use Dini’s theorem from analysis.

Proposition 8.0.14. Suppose gn are continuous functions on [0,1] with gn(x) ≤ gn+1(x) for each n and x
and g∞ = limn→∞ gn(x) is continuous. Then gn converges to g uniformly.

Proof. Let fn = g∞ − gn, so the fn’s are continuous and decrease to 0. Let ϵ > 0. If Gn(x) = {x ∈ [0, 1] :
fn(x) < ϵ}, thenGn is an open set(with respect to the relative topology on [0,1]), since fn is continuous. Since
fn(x) → 0, each x will be in some Gn. Thus {Gn} is an open cover for [0, 1]. Let Gn1 , Gn2 , · · · , Gnm be a
finite subcover. If n ≥ max(n1, n2, · · · , nm) and x ∈ [0, 1], then x is in some Gnj and fn(x) ≤ fnj (x) < ϵ.
Thus the convergence is uniform.

Define K : L2[0, 1] −→ L2[0, 1] by

Ku(x) =

∫ 1

0
K(x, y)u(y)dy

K∗ has kernel K(y, x).
Suppose,K is continuous, symmetric and real-valued. ThenK is compact, as we showed before. Therefore

there exist a complete orthonormal system {ej} of eigenvectors. Let Kj be the eigenvalue corresponding to
ej . K : L2 −→ C[0, 1], so ej = K−1

j Kej is continuous if Kj ̸= 0.

Theorem 8.0.15. Suppose K is real-valued, symmetric and continuous. Suppose K is positive ⟨Ku, u⟩ ≥ 0
for all u ∈ H . Then

K(x, y) =
∑
j

Kjej(x)ej(y)

and the series converges uniformly and absolutely.

An example is to let K = Pt, the transition density of absorbing or reflecting Brownian motion.

Proof. First we observe that Kj are non-negative. To see this, let u = ej , and we have 0 ≤ ⟨ej ,Kej⟩ =
Kj⟨ej , ej⟩.
K ≥ 0 on the diagonal: Suppose K(r, r) < 0 for some r. Then K(x, y) < 0 if |x − r|, |y − r| < δ for

some δ. Take u = χ

[
r − δ

2
, r +

δ

2

]
. Then

⟨Ku, u⟩ =
∫ ∫

K(x, y)u(y)x(s)dsdt < 0,

a contradiction.
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Let KN (x, y) =
N∑
j=1

Kjej(x)ej(y). If f =
∞∑
k=1

⟨f, ek⟩ek, we have

KNf(x) =

∫ 1

0

N∑
j=1

Kjej(x)ej(y)

∞∑
k=1

⟨f, ek⟩ek(y)dy

=
N∑
j=1

Kj⟨f, ej⟩ej(x).

We have

Kf(x) =
∞∑
j=1

⟨f, ejj(x) =
∞∑
j=1

⟨f, ej⟩Kjej(x).

We conclude that K −KN is a positive operator, since

⟨f, (K −KN )f⟩ =

∞∑
k=1

N∑
j=1

Kj |⟨f, ej⟩|2⟨ek, ej⟩

=
N∑
j=1

|⟨f, ej⟩|2 ≥ 0

As above, K −KN is non-negative on the diagonal, which implies that

N∑
j=1

Kj |ej(x)|2 ≤ K(x, x).

Each term is non-negative, so the sum converges for each x. Let J(x) be the limit. LetM = sup
x,y∈[0,1]

|K(x, y)|.

By Cauchy-Schwarz inequality

|KN (x, y)| ≤

 N∑
j=1

Kj |ej(x)|2
 1

2
 N∑

j=1

Kj |ej(y)|2
 1

2

= (KN (x, x))
1
2 (KN (y, y))

1
2 .

Fix x. By the same argument,∣∣∣∣∣∣
n∑

j=m

Kjej(x)ej(y)

∣∣∣∣∣∣ ≤

 n∑
j=m

Kj |ej(x)|2
 1

2
 n∑

j=m

Kj |ej(y)|2
 1

2

≤

 n∑
j=m

Kj |ej(x)|2
 1

2

.M
1
2 .

The last line goes to 0 as m,n → ∞ since KN (x, x) → J(x) ≤ M . Therefore for each x, the functions
KN (x, .) converge uniformly. Let’s call the limit L(x, y). Then L(x, y) will be continuous in y for each x.

Given f , let

fN (x) =

N∑
j=1

⟨f, ej⟩ej(x).
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Note

KfN (x) =
N∑
j=1

⟨f, ej⟩Kej(x)

=

N∑
j=1

⟨f, ej⟩Kjej(x)

= KNf(x).

We have,

∥f − fN∥2 =
∞∑

j=N+1

|⟨f, ej⟩|2 −→ 0

as N → ∞ by Bessel’s inequality, so

|Kf(x)−KfN (x)| ≤
∫ 1

0
|K(x, y)||f(y)− fN (y)|dy

≤ M∥f − fN∥

by Cauchy-Schwarz inequality. Therefore KNf(x) → Kf(x) as N → ∞.
By Dominated convergence theorem,

KNf(x) =

∫ 1

0
KN (x, y)f(y)dy →

∫ 1

0
L(x, y)f(y)dy.

We therefore have, ∫ 1

0
L(x, y)f(y)dy = Kf(x)

for all f ∈ L2[0, 1]. This implies that(x is still fixed) K(x, y) = L(x, y) for almost every y. With x fixed,
both sides are continuous functions of y, hence they are equal for every y.

This is true for each x, and K(x, y) is continuous, hence L is continuous. We now can apply Dini’s
theorem to conclude that KN (x, x) converges to L(x, x) = J(x) uniformly. Finally, again by Cauchy-
Schwarz inequality,

n∑
j=m

Kj |ej(x)||ej(y)| ≤

 n∑
j=m

Kj |ej(x)|2
 1

2
 n∑

j=m

Kj |ej(y)|2
 1

2

and this proves that KN (x, y) converges to K uniformly and absolutely.

8.0.3 Positive Compact Operators

We will do the Krein-Rutman theorem, which is a generalization of the Perron-Frobenius theorem for matrices.

Theorem 8.0.16. Suppose Q is compact and Hausdorff and X = C(Q), the complex-valued continuous
functions on Q. Suppose K : C(Q) −→ C(Q) and K is compact. Suppose further that K maps real-valued
functions to real-valued functions. Finally, suppose that whenever f ≥ 0 and f is not identically zero, then
Kf is strictly positive. Then Kf has a positive eigen value σ of multiplicity one, the assigned eigen function
is positive, and all the other eigenvalues of K are strictly smaller in absolute value than σ.
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Examples include matrices with all positive entries, the semigroup Pt when t = 1 for reflecting Brownian
motion on a bounded interval, and

Kf(x) =

∫
K(x, y)f(y)µ(dy)

whereK is jointly continuous, positive and µ is a finite measure. We have seen that the operatorK is compact.

Proof. If f ≤ g and f ̸≡ g, then g − f ≥ 0, so K(g − f) > 0, or Kf < Kg.
Step-1: We show there exists a non-zero eigenvalue. Let f be the identically one function. Since Kf is

continuous and everywhere positive, there exists a positive number b such that Kf ≥ b = bf .
If f and b are any pair such that f ≥ 0, and Kf ≥ bf , then

b2f ≤ bKf = K(bf) ≤ K(Kf) = K2f

and continuing, bnf ≤ Knf .
Since f ≥ 0,

bn∥f∥ ≤ ∥Knf∥ ≤ ∥Kn∥∥f∥.
So,

r(K) = lim ∥Kn∥
1
n ≥ b.

Therefore r(K) is strictly positive. Since K is compact, the set of eigenvalues of K is nonempty. We have
shown that there exists a non-zero eigenvalue for K. Moreover, any b that satisfies Kf ≥ bf for some f ≥ 0
is less than or equal to r(K).

Step-2: K is compact, so there exists an eigenvalue λ and an eigen function g such that Kg = λg,
|λ| = r(K). Let λ and g be any pair with |λ| = r(K).

(a) We claim: If f = |g| and σ = |λ|, then σf ≤ Kf .

Proof. Let x ∈ Q. Multiply g by α ∈ C such that |α| = 1 and αλg(x) is real and non-negative. Of
course α depends on x. Write g = u+ iv. Then

Ku(x) + iKv(x) = Kg(x) = λg(x).

Looking at the real part,
λg(x) = (Ku)(x)

Next, u ≤ |g| = f , and
|λ|f(x) = |λg(x)| = Ku(x) ≤ (Kf)(x).

Then
σf(x) ≤ Kf(x). (8.0.4)

Although g depends on α, which depends on x, neither σ nor f depend on x. Since x was arbitrary, the
above inequality (8.0.4) holds for all x.

(b) We claim, σf = Kf .

Proof. If not, there exists x such that σf(x) < Kf(x). By continuity, there exists a neighbourhood N
about x such that

σf(s) + ϵ ≤ Kf(s), s ∈ N

Let h > 0 in N , 0 outside of N and so Kh > 0.

We will find c, ϵ > 0 and set F = f + ϵh, k = σ + cϵ and get kF ≤ KF . This will be a contradiction
to step-1: if bf ≤ Kf , then we know b ≤ r(K); use this with b replaced by k and f replacing F .
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(i) Now Kh > 0, so there exists c ≤ 1 such that cf ≤ Kh. If s ∈ N ,

KF (s) = Kf(s) + ϵKh(s) ≥ Kf(s) + ϵcf(s)

≥ σf(s) + δ + ϵcf(s).

Then

KF (s) = (σ + cϵ)(f + ϵh)(s)

= σf(s) + ϵcf(s) + σϵh(s) + cϵ2h(s)

≤ KF (s)− δ + ϵcf(s) + σϵh(s) + cϵ2h(s).

Since h is bounded above, we can take ϵ small enough so that the last line is less than or equal to
KF (s).

(ii) If s /∈ N , then h(s) = 0 and

KF (s) = Kf(s) = (σ + cϵ)f(s) = σf(s) + ϵcf(s)

≤ Kf(s) + ϵKh(s) = KF (s)

using that cf ≤ Kh.

Step-3: We next show that any other eigenvalue that has absolute value σ is in fact equal to σ. Let
G be any eigen function corresponding to λ with |λ| = σ. Fix x ∈ Q. As before, we may assume
λG(x) ≥ 0. As before, write G = u+ iv and then λG(x) = Ku(x). We have u ≤ |G| = f . Suppose
u < f at some point y ∈ Q. Then u ≤ f and u < f at one point means that we have Ku < Kf at
every point, and so

|λ|f(x) = |λG(x)| = λG(x) = Ku(x) < Kf(x).

So, σf(x) < Kf(x). But we showed σf = Kf . Therefore u is identically equal to f . This implies
that G is real and positive, and then it follows that λ is real and positive. Since G = σ−1KG, G is
strictly positive.

Step-4: Finally, we show σ has multiplicity 1. If not, there exists distinct real eigen functions f1, f2.
But some linear combination H of f1, f2 will be real, take the value 0, but not be identically zero. As
before |H| will be an eigen function that is non-negative, and must also take the value 0. Moreover, the
corresponding eigenvalue is σ. But then 0 < K|H| = σ|H|, a contradiction to |H| taking the value 0.

Exercise 8.0.17. 1. Show that if T is a compact operator on a Hilbert space H , then its adjoint is again
compact.

2. Suppose that T ∈ K(H). Let (en)∞n=1 be an orthonormal basis of H and Pn a projection onto linear
span of {e1, e2, · · · , en}. Prove that ∥PnT − T∥ → 0 as n→ ∞.

3. Show that for a positive compact operator T on a Hilbert space H there is a positive compact operator
S such that S2 = T .
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Unit 9

Course Structure

• Strongly continuous semigroup: Strongly continuous semigroup of operator and contraction, infinitesi-
mal generator

9.0.1 Semigroup

A semigroup is a set S coupled with a binary operator ∗(∗ : S × S → S) which is associative. That is, for all
x, y, z ∈ S, (x ∗ y) ∗ z = x ∗ (y ∗ z). Associativity can also be realized as F (F (x, y), z) = F (x, F (y, z)),
where F (x, y) serves as the mapping S × S to S.

A semigroup, unlike a group, need not have an identity element e such that x ∗ e = x,∀x ∈ S. Further,
a semigroup need not have an inverse. Therefore, many problems which can be solved with semigroups can
only be solved in the forward direction.

Example 9.0.1. Some of the simplest examples of semigroups are:

2S = R ∗ = addition

S =M2×2(R) ∗ = matrix multiplication

where M2×2(R) = the set of 2× 2 matrices with real entries.

9.0.2 Strongly Continuous Semigroups

Let X be a Banach space over the complex numbers, T (t) = Tt linear bounded operators for t ≥ 0. T is a
semigroup if Tt+s = TtTs, T0 = I .

These come up in the study material and in probability. For example, if one wants to solve the equation,

∂u

∂t
(t, x) =

∂2u

∂x2
(t, x), u(0, x) = f(x)

where f is a given function(i.e., the heat equation on R), the solution is given by u(t, x) = Ttf(x) for a certain
semigroup Tt.

If Xt is a Markov process, then Ttf(x) = Exf(Xt) will be a semigroup, where Ex means expectation
starting at x.
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Here is an example: If X is a Hilbert space and {ϕn} is an orthonormal basis and λj a sequence of real
numbers increasing to infinity, let

Ttf =
∞∑
j=1

e−λjt⟨f, ϕj⟩ϕj

Another example is to let

Ttf(x) =

∫
f(y)

1√
2πt

e−(x−y)2/2tdy (9.0.1)

where X is the set of continuous functions on R vanishing at infinity.
A third example is given by the next proposition.

Proposition 9.0.2. Let A : X −→ X be bounded. Then Tt = etA(defined as etA =
∑
tn
An

n!
) is a semigroup

that is continuous in the norm topology.

Proof. This follows easily from the functional calculus for operators.

We say Tt is strongly continuous at t = 0 if ∥Ttx− x∥ → 0 as t→ 0 for all x ∈ X .

Proposition 9.0.3. Suppose Tt is strongly continuous semigroup at 0.

(1) There exists b and K such that ∥Tt∥ ≤ beKt.

(2) Ttx is strongly continuous in t for all x ∈ X .

Proof. (1) We claim ∥Tt∥ is bounded near 0. If not, there exists tj → 0 such that ∥Ttj∥ → ∞. By the
uniform boundedness principle, Ttjx cannot converge to x for all x, a contradiction to strong continuity.
So there exists a, b such that ∥Ttj∥ ≤ b for t ≤ a.

Write t = na+ r, Tt = Tn
a Tr, so

∥Tt∥ ≤ ∥Ta∥n∥Tr∥ ≤ bn+1 ≤ beKt with K =
1

a
log b.

(2) Ttx− Tsx = Ts[Tt−sx− x], so

∥Ttx− Tsx∥ ≤ ∥Ts∥∥Tt−sx− x∥ → 0.

SupposeD is dense inX andA : D −→ X is closed. z ∈ ρ(A), the resolvent set, if z−AmapsD = D(A)
one-to-one onto X . Thus ρ(A) = σ(A)c. Write R(z) = Rz = (zI −A)−1.

Since A is closed, then Rz is closed. To see this, suppose xn → x and yn = Rzxn → y. Then

Ayn = zyn − (z −A)yn = zyn − xn → zy − x.

Since A is closed, y ∈ D(A) and Ay = zy − x, or (z −A)y = x. So y = Rzx, which proves Rz is closed.
Rz is defined on all of X , so by the Closed graph theorem, Rz is a bounded operator.
Let T be strongly continuous one parameter semigroup. The infinite generator A is defined by

Ax = lim
h→0

Thx− x

h

where we mean that the difference of the two sides goes to 0 in norm. The domain of A consists of those x
for which the strong limit exists.
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As an example, with Tt defined by 9.0.1, if f ∈ C2 vanishes at infinity, then using Taylor’s theorem,

Thf(x)− f(x)

h

=
1

h

∫
[f(y)]− f(x)]

1√
2πh

e−
(y−x)2

2h dy + f ′(x)

∫
(y − x)

1√
2πh

e−
(y−x)2

2h dy

+
1

2
f ′′(x)

∫
(y − x)2

1√
2πh

e−
(y−x)2

2h dy +

∫
E(h)

1√
2πh

e−
(y−x)2

2h dy

=
1

2
f ′′(x) +

E(h)

h
→ 1

2
f ′′(x).

where E(h) is a remainder term that goes to 0 faster than h; we used standard facts about the Gaussian
density. One can improve the above to show that the convergence is uniform, and we can then conclude that

C2 ⊂ D(A) and Af =
1

2
f ′′.

Proposition 9.0.4. (1) A commutes with Tt in the sense that if x ∈ D(A), then Ttx ∈ D(A) and ATtx =
TtAx.

(2) D(A) is dense in X .

(3) D(An) is dense.

(4) A is closed.

(5) If ∥Tt∥ ≤ beKt and Rez > K, then z ∈ ρ(A). The resolvent of A is the Laplace transform of Tt.

Proof. (1)
Tt+h − Tt

h
x = Tt

Th − I

h
x =

Th − I

h
Ttx.

If x ∈ D(A), the middle term converges to TtAx. So the limit exists in the third term, and therefore
Ttx ∈ D(A). Moreover

d

dt
Ttx = TtAx = ATtx.

(2) We claim,

Ttx− x = A

∫ t

0
Tsxds.

To see this, Tsx is a continuous function of s. Using Riemann sum approximation,

Th − I

h

∫ t

0
Tsxds =

1

h

∫ t

0
[Ts+hx− Tsx]ds

=
1

h

∫ t+h

t
Tsxds−

1

h

∫ h

0
Tsxds

→ Ttx− x.

So,
∫ t

0
Tsxds ∈ D(A). But

1

t

∫ t

0
Tsxds→ x.

(3) Let ϕ be C∞ and supported in (0, 1). Let

xϕ =

∫ 1

0
ϕ(s)Tsxds.
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Then,

Axϕ =

∫ 1

0
ϕ(s)ATsxds

=

∫ 1

0
ϕ(s)

∂

∂s
Tsxds

= −
∫ 1

0
ϕ′(s)Tsxds

using integration by parts. Repeating, xϕ ∈ D(An). Now take ϕj approximating the identity.

(4) Ttx− x =

∫ t

0
TsAxds: To see this, both are 0 at 0. The derivative on the left is TtAx, which is the same

as the derivative on the right. Let xn ∈ D(A), xn → x, Axn → y. Then

Ttxn − xn =

∫ t

0
TsAxnds→

∫ t

0
Tsyds.

The left hand term converges to Ttx − x. Divide by t and let t → 0. The right hand side converges to y.
Therefore, x ∈ D(A) and Ax = y.

(5) Let

L(z)x =

∫ ∞

0
ezsTsxds.

The Riemann integral converges when Rez > K.

∥L(z)x∥ ≤
∫ ∞

0
be(K−Rez)s∥x∥ds

≤ b

Rez −K
∥x∥.

We claim L(z) = Rz . Check that e−ztTt is also a semigroup with infinitesimal generator A− zI .
Hence,

e−ztTt − x = (A− zI)

∫ t

0
e−zsTsxds.

As t→ ∞, the left hand side tends to −x and the right hand side tends to (A− zI)L(z)x. Since A is closed,
x = (zI − A)L(z)x. So L(z) is the right inverse of (zI − A). Similarly, we see that it is also the left
inverse.

9.0.3 Generation of semigroups

Proposition 9.0.5. A strongly continuous semigroup of operators is uniquely defined by its infinitesimal
generator.

Proof. If S, T have the same generator, let x ∈ D(A) and

d

dt
StTs−tx = S(t)ATs−tx− StATs−tx = 0.

Therefore,

0 =

∫ s

0

d

dr
SrTs−rxdr = SsT0x− S0Tsx,

or, Ssx = Tsx. Now use the fact that D(A) is dense.
Tt is a contradiction if ∥Tt∥ ≤ 1 for all t.
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Proposition 9.0.6. The infinitesimal semigroup of a strongly continuous semigroup of contractions has (0,∞) ⊂
ρ(A) and

∥Rλ∥ = ∥(λI −A)−1∥ ≤ 1

λ
.

Proof. We already did this: this is the case b = 1, k = 0. We have

∥L(z)x∥ ≤ 1

|Rez −K
∥x∥.

Proposition 9.0.7. Suppose B is an extension of A and there exists λ ∈ ρ(A) ∩ ρ(B). Then A = B.

Proof. Suppose x ∈ D(B) \ D(A). We know (λ − B)x ∈ X , so (λ − A)−1(λ − B)x ∈ D(A) ⊂ D(B).
Then,

(λ−B)(λ−A)−1(λ−B)x = (λ−A)(λ−A)−1(λ−B)x

= (λ−B)x.

Operating both sides with (λ−B)−1 to obtain (λ−A)−1(λ−B)x = x. So, x ∈ D(A), a contradiction.
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Unit 10

Course Structure

• Hille-Yosida theorem, Lumer-Phillips lemma, Trotter’s theorem, Stone’s theorem.

10.1 Hille-Yosida Theorem

Theorem 10.1.1. Let A be a densely defined unbounded operator such that (0,∞) ⊂ ρ(A) and ∥Rλ∥ =

∥λI −A)−1 ≤ 1

λ
.

Then A is the infinitesimal generator of a strongly continuous semigroup of contractions.
Note that saying (0,∞) ⊂ ρ(A) implies that λ − A is one-to-one and onto from the domain of A to the

Banach space, which means the range of λ−A is all of the Banach space.

Proof. Note that nRn − I = RnA since Rn(nI −A) = I . Let An = nARn. Then An = n2Rn − nI , so An

is a bounded operator. Define Tn(t) = etAn .
Step-1. We show nRnx→ x for all x.
To prove this,

∥nRnx− x∥ = ∥RnA(x)∥ ≤ 1

n
∥Ax∥,

so the claim is true for x ∈ D(A). Since ∥nRn∥ ≤ 1 and D(A) is dense in X , this proves the claim.
Step-2. We show that if x ∈ D(A), then An(x) → A(x)

Anx = nARnx = nRnAx→ Ax.

Step-3. We show that Tn(s)x converges for all x. We have

Tn(t) = etAn = e−nten
2Rnt = e−nt

∑ (n2t)m

m!
(Rn)

m,

so ∥Tn(t)∥ ≤ entent = 1.
An and Am commute with Tn and Tm.

d

dt
Tn(s− t)Tm(t)x = Tn(s− t)Tm(t)[Am −An]x
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The norm of the right hand side is bounded by ∥Anx−Amx∥. So

∥Tn(s)x− Tm(s)x∥ ≤ s∥Anx−Amx∥ → 0

as n,m → ∞. Therefore Tn(s)x converges, say to Tsx, uniformly in s. D(A) is dense. So this holds for all
x.
Tn(s) is strongly continuous semigroup of contraction, so the same holds for Ts.
Step-4. It remains to show that A is the infinitesimal generator of T . We have

Tn(t)x− x =

∫ t

0
Tn(s)Anxds.

If x ∈ D(A), we can let n→ ∞ to get

Ttx− x =

∫ t

0
TsAxds.

If B is the generator of T , dividing by t and letting t → 0, we get D(A) ⊂ D(B) and B = A on D(A). So
B is an extension of A. If λ > 0, then λ ∈ ρ(A), ρ(B), which implies B cannot be a proper extension by the
preceding proposition.

Alternate Proof

Theorem 10.1.2. A densely defined operator A in a Banach space X is the infinitesimal generator of a
semigroup {Q(t)} if and only if there are constants c, r so that

∥(λI −A)−m∥ ≤ c(λ− r)−m (10.1.1)

for all λ > r and all positive integers m.

Proof. If A is related to {Q(t)}, we have

(λI −A)−1 = R(λ),

for λ > r, where

R(λ)x =

∫ ∞

0
e−λtQ(t)xdt (10.1.2)

is the Laplace transform of Q(t)x. Hence R(λ)2x is the transform of the convolution∫ t

0
Q(t− s)Q(s)xds = tQ(t)x. (10.1.3)

Continuing in this way, we find that (10.1.3) implies

R(λ)mx =
1

(m− 1)!

∫ ∞

0
tm−1e−λtQ(t)xdt

for m = 1, 2, 3, . . .. Therefore, with c and r, we get

∥R(λ)m∥ ≤ c

(m− 1)!

∫ ∞

0
tm−1e−(λ−r)tdt

= c.(λ− r)−m (10.1.4)
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This proves the necessity of (10.1.1).
For the converse, set S(ϵ) = (I − ϵA)−1, so that (10.1.1) becomes

∥S(ϵ)m∥ ≤ c(1− ϵr)−m [0 < ϵ < ϵ0,m = 1, 2, 3 . . .] (10.1.5)

and the relations
(I − ϵA)S(ϵ)x = x = S(ϵ)(I − ϵA)x (10.1.6)

holds, the first for all x ∈ X , the second for all x ∈ D(A).
If x ∈ D(A), then x− S(ϵ)x = −ϵS(ϵ)x, so that

lim
ϵ→0

S(ϵ)x = x. (10.1.7)

But since ∥S(ϵ)∥ ≤ c(1 − ϵ0r)
−1, ∥S(ϵ) : 0 < ϵ < ϵ0} is equicontinuous, and hence (10.1.7) holds for all

x ∈ X .
Next we set,

T (t, ϵ) = exp (tAS(ϵ)) (10.1.8)

and claim that

∥T (t, ϵ)∥ ≤ c exp

{
rt

1− ϵr

}
[0 < ϵ < ϵ0, t > 0]. (10.1.9)

Indeed, the relation ϵAS(ϵ) = S(ϵ)− 1 shows that,

T (t, ϵ) = e−t/ϵ
∞∑

m=0

tm

m!ϵm
S(ϵ)m. (10.1.10)

Now, (10.1.9) follows from (10.1.5) and (10.1.10).
For x ∈ D(A), (10.1.6) and (10.1.8) shows that

d

dt
{T (t, ϵ)T (t, δ)−1x} = T (t, ϵ)T (t, δ)−1(S(ϵ)− S(δ))Ax.

If we integrate this and apply T (t, δ) to the result, we obtain

T (t, ϵ)x− T (t, δ)x =

∫ t

0
T (u, ϵ)T (t− u, δ)(S(t)− S(δ))Axdu. (10.1.11)

If we use (10.1.7) with Ax in place of x, and refer to (10.1.9), we see that the right side of (10.1.11) converge
to 0 when ϵ→ 0 and δ → 0. The limit

Q(t)x = lim
ϵ→0

T (t, ϵ)x (10.1.12)

exists therefore for every x ∈ D(A), uniformly on every bounded subset of [0,∞). Moreover, (10.1.9) shows
that ∥Q(t)∥ ≤ cert.

By equicontinuity, and the assumption that D(A) is dense, we see now that (10.1.12) holds for all x ∈ X .
Since T (t, ϵ) is defined by (10.1.8), it follows that {Q(t)} is a semigroup.

Let Ã be the infinitesimal generator of {Q(t)}. Then,

(λI − Ã)−1x =

∫ ∞

0
e−λtQ(t)xdt (λ > r). (10.1.13)
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On the other hand, AS(ϵ) is the infinitesimal generator of {exp(tAS(ϵ))} = {T (t, ϵ)}. Thus

(λI −AS(ϵ))−1x =

∫ ∞

0
e−λtT (t, ϵ)xdt. (10.1.14)

By (10.1.12) this becomes

(λI −A)−1x =

∫ ∞

0
e−λtQ(t)xdt. (10.1.15)

Comparison of (10.1.13) and (10.1.15) shows now that λI − A and λI − Ã have the same inverse for all
sufficiently large λ, and this implies that Ã = A.

10.2 Lumer-Phillips Lemma

Lemma 10.2.1. Let A be densely defined in a Hilbert space B and suppose (0,∞) ⊂ ρ(A). Then ∥Rλ∥ ≤ 1

λ
if and only if Re⟨x,Ax⟩ ≤ 0, ∀x ∈ D(A). If the last property holds, we say A is dissipative. An example is
the Laplacian:

⟨f,Af⟩ =
∫
f(x)∆f(x)dx = −

∫
| ▽ f(x)|2dx ≤ 0

using integration by parts. Another example is if Af(x) =
n∑

i,j=1

∂

∂xi

(
aij(.)

∂

∂xj
(.)

)
(x).

To verify this, we again use integration by parts.

Proof. Suppose,

∥(λI −A)−1u∥2 ≤ 1

λ2
∥u∥2.

Let x = (λI −A)−1u. So,

⟨x, x⟩ ≤ 1

λ2
⟨λx−Ax, λx−Ax⟩.

This becomes

2Re⟨x,Ax⟩ = ⟨x,Ax⟩+ ⟨Ax, x⟩

≤ 1

λ
∥Ax∥2.

This is true for all λ. So let λ→ ∞. For the converse,

⟨x,Ax⟩+ ⟨Ax, x⟩ = 2Re⟨x,Ax⟩
≤ 0

≤ 1

λ
∥Ax∥2

for all λ > 0.
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10.3 Trotter’s Theorem

Theorem 10.3.1. Suppose A is the infinitesimal generator of a semigroup of contractions in a Hilbert space.
Let B be a densely defined dissipative operator such that D(A) ⊂ D(B) and there exists b > 0 and a ∈ (0, 1)
such that

∥Bx∥ ≤ a∥Ax∥+ b∥x∥, x ∈ D(A).

Then A+B(defined on D(A)) is the generator of a contraction semigroup.

Proof. First, A+B is closed: Let xn → x and yn = (A+B)xn → y. So,

A(xn − xm) = yn − ym −B(xn − xm),

and
∥A(xn − xm)∥ ≤ ∥yn − ym∥+ a∥A(xn − xm)∥+ b∥xn − xm∥.

Since, a < 1, then Axn converges. Therefore, Bxn converges. A is closed, so Axn → Ax. If x ∈ D(A) ⊂
D(B),

∥Bxn −Bx∥ ≤ a∥Anx−Ax∥+ b∥xn − x∥ → 0.

Then, (A+B)xn → (A+B)x.
Next, λ ∈ ρ(A + B): By the Lumer-Phillips lemma, A is dissipative. B is also. So, A+ B is dissipative.

By Lumer-Phillips lemma,

∥x∥ ≤ 1

λ
∥(λI − (A+B)x∥.

One immediate consequence of this is that the operator λ− (A+B) is one-to-one. Another is that the range
of λ− (A+B) is closed, because if yn is in the range and yn → y, then yn = (λ− (A+B))xn for some xn.
The inequality shows that ∥xn − xm∥ → 0. If xn → x, then y = (λ − (A + B))x, since A + B is a closed
operator. Therefore the range of (A+B)− λI is closed.

The range is X: If not, ∃v ̸= 0 perpendicular to the range. A − λI is invertible, so ∃x ∈ D(A) such that
(A− λI)x = v. Then v +Bx is in the range, or ⟨v +Bx, v⟩ = 0. So, ∥v∥2 + ⟨Bx, v⟩ = 0, or

∥v∥2 ≤ ∥Bx∥∥v∥

and so ∥v∥ ≤ ∥Bx∥. Then,
∥Ax− λx∥ ≤ ∥Bx∥ ≤ a∥Ax∥+ b∥x∥.

Squaring and using the fact that A is dissipative,

∥Ax∥2 + λ2∥x∥2 ≤ a2∥Ax∥2 + 2ab∥Ax∥∥x∥+ b2∥x∥.

This holds for all λ > 0, so for λ large enough, ∥x∥ = 0. So, x = 0 and the range is the whole space.
Now use the Hille-Yosida theorem.

10.4 Stone’s Theorem

Theorem 10.4.1. (1) SupposeA is self-adjoint andH is a Hilbert space. There exists a strongly continuous
semigroup U(t) of unitary operators with infinitesimal generator A.

(2) Given a strongly continuous group of unitary operators, the generator is of the form iA where A is
self-adjoint.
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Proof. (1) We know that the spectrum of an unbounded self-adjoint operator is real that ∥(z − A)−1∥ ≤
1

|Imz|
. So if λ > 0 and z = −iλ, then

∥(λ− iA)−1∥ = ∥(iz − iA)−1∥
= ∥(z −A)−1∥

≤ 1

|Im(iz)|

=
1

λ
.

The resolvent set of iA contains the positive reals. So iA and −iA satisfy the Hille-Yosida theorem.
Let U(t), V (t) be the respective semigroups.

V and U are inverses:

d

dt
U(t)V (t) = U(t)iAV (t)x− U(t)iAV (t)x

= 0.

So, U(t)V (t)x is independent of t. When t = 0, we get x. So U(t)V (t)x = x if x ∈ D(A). But D(A)
is dense.

Both U and V are contractions. Since U(t)V (t) = I , they must be norm preserving. This is because,

∥x∥ = ∥U(t)V (t)x∥ ≤ ∥V (t)x∥ ≤ ∥x∥

so, ∥x∥ = ∥V (t)x∥ and similarly with U . Since they are invertible. Define U(t) = V (−t) for t < 0.

(2) Let V (t) = U(−t). Then U(t) and V (t) are strongly continuous semigroups of contractions, and the
infinitesimal generators are additive inverse. So the generators are B, −B.

Since both B, −B are infinitesimal generators, all real numbers except 0 are in the resolvent set of B.
Take x ∈ D(B).

∥U(t)x∥2 = (U(t)x, U(t)x) = ∥x∥2.

Take the derivative with respect to t:

(Bx, x) + (x,Bx) = 0.

Letting A = −iB so that B = iA, we see that ⟨Ax, x⟩ = ⟨x,Ax⟩, ∀x ∈ D(A). Using ⟨Ax, x⟩ =
⟨x,Ax⟩ with respect to x replaced by x+ y and with x replaced by y, we obtain

⟨Ax, y⟩+ ⟨Ay, x⟩ = ⟨x,Ay⟩+ ⟨y,Ax⟩. (10.4.1)

Replacing y by iy in above (10.4.1)

−i⟨Ax, y⟩+ i⟨Ay, x⟩ = −i⟨x,Ay⟩+ i⟨y,Ax⟩.

Dividing this by i and subtracting from (10.4.1), we have ⟨Ax, y⟩ = ⟨x,Ay⟩.
Therefore, A is symmetric and A∗ is an extension of A. It follows that B∗ is an extension of −B. The
adjoint of (λ − B)−1 is (λ − B∗)−1, and it follows that ρ(B∗) = ρ(B). If z ̸= 0 and z ∈ R, then
z ∈ ρ(B). So z ∈ ρ(B∗). Also, z ∈ ρ(−B). Again, B∗ cannot be a proper extension of −B, hence
B∗ = −B, and so A∗ = A, or A is self-adjoint.
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Exercise 10.4.2. 1. If f ∈ H2 and f(z) =
∑
cnz

n, we define

[Q(t)f ](z) =
∞∑
n=0

(n+ 1)−tcnz
n (0 ≤ t <∞).

Show that each Q(t) is self-adjoint and positive. Find the infinitesimal generator A of the semigroup
{Q(t)}. Is A self-adjoint?

2. Define Q(t) ∈ B(L2), where L2 = L2(R), by (Q(t)f)(s) = f(s+ t).

(a) Prove that each Q(t) is unitary.

(b) Prove that A is the infinitesimal generator of {Q(t)} and f ∈ D(A) if and only if
∫

|yf̂(y)|2dy

<∞ (where f̂ is the Fourier transform of f ) and that Af = f ′ for all f ∈ D(A).
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Unit 11

Course Structure

• Measures: Class of Sets, Measures, The extension theorems

11.1 Introduction

One of the most fundamental concepts in Euclidean geometry is that of the measure m(E) of a solid body
E in one or more dimensions. In one, two, and three dimensions, we refer to this measure as the length,
area, or volume of E respectively. In the classical approach to geometry, the measure of a body was often
computed by partitioning that body into finitely many components, moving around each component by a rigid
motion (e.g. a translation or rotation), and then reassembling those components to form a simpler body which
presumably has the same area. One could also obtain lower and upper bounds on the measure of a body by
computing the measure of some inscribed or circumscribed body; this ancient idea goes all the way back to the
work of Archimedes at least. Such arguments can be justified by an appeal to geometric intuition, or simply
by postulating the existence of a measure m(E) that can be assigned to all solid bodies E, and which obeys
a collection of geometrically reasonable axioms. One can also justify the concept of measure on “physical"
or “reductionistic” grounds, viewing the measure of a macroscopic body as the sum of the measures of its
microscopic components. You are already aware of the idea of outer measure of sets in R, which used exactly
that. In this unit,

Objectives

After completing this unit, you will be able to:

• define various class of sets and look into some of their examples

• learn about the idea of measure and outer measure functions

• learn different properties of measure

• have some basic idea of extension of measure functions across different class of sets
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11.2 Class of sets

Let Ω be a nonempty set and P(Ω) ≡ {A : A ⊂ Ω} be the power set of Ω, i.e., the class of all subsets of Ω.

Definition 11.2.1. A class C ⊂ P(Ω) is called a semialgebra if

1. A,B ∈ C ⇒ A ∩B ∈ C;

2. for any A ∈ C, there exist sets B1, B2, . . . , Bk ∈ C, for some 1 ≤ k < ∞, such that Bi ∩ Bj = ∅ for

i ≠ j and Ac =

k⋃
i=1

Bi.

Example 11.2.2. 1. Ω = R, C ≡ {(a, b], (b,∞) : −∞ ≤ a, b <∞}.

2. Ω = R, C ≡ {I : I is an interval}.

3. Ω = Rk, C ≡ {I1 × I2 × . . . Ik : Ij is an interval in R for 1 ≤ j ≤ k}.

Definition 11.2.3. A collection of sets F ⊂ P(Ω) is called an algebra if

1. Ω ∈ F ,

2. A ∈ F implies Ac ∈ F , and

3. A,B ∈ F implies A ∪B ∈ F (i.e., closure under pairwise unions).

Thus, an algebra is a class of sets containing Ω that is closed under complementation and pairwise (and
hence finite) unions. It is easy to see that one can equivalently define an algebra by requiring that properties
(a), (b) hold and that the property (c) ′ A,B ∈ F ⇒ A∩B ∈ F holds (i.e. closure under finite intersections).

Definition 11.2.4. A class F ⊂ P(Ω) is called a σ-algebra if it is an algebra and if it satisfies

An ∈ F for n ≥ 1 ⇒
⋃
n≥1

An ∈ F .

Thus, a σ-algebra is a class of subsets of Ω that contains Ω and is closed under complementation and
countable unions. As pointed out in the introductory chapter, a σ-algebra can be alternatively defined as an
algebra that is closed under monotone unions as the following shows.

Theorem 11.2.5. Let F ⊂ P(Ω). Then F is a σ-algebra if and only if F is an algebra and satisfies

An ∈ F , An ⊂ An+1 for all n⇒
⋃
n≥1

An ∈ F .

Proof. The ’only if’ part is obvious. For the ’if’ part, let {Bn}∞n=1 ⊂ F . Then, since F is an algebra,
An ≡

⋃n
j=1Bj ∈ F for all n. Further, An ⊂ An+1 for all n and

⋃
n≥1Bn =

⋃
n≥1An. Since by hypothesis⋃

nAn ∈ F ,
⋃

nBn ∈ F .

Here are some examples of algebras and σ-algebras.

Example 11.2.6. Let Ω = {a, b, c, d}. Consider the classes

F1 = {Ω, ∅, {a}}

and
F2 = {Ω, ∅, {a}, {b, c, d}}

Then, F2 is an algebra (and also a σ-algebra), but F1 is not an algebra, since {a}c /∈ F1.
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Example 11.2.7. Let Ω be any nonempty set and let

F3 = P(Ω) ≡ {A : A ⊂ Ω}, the power set of Ω

and
F4 = {Ω, ∅}

Then, it is easy to check that both F3 and F4 are σ-algebras. The latter σ-algebra is often called the trivial
σ-algebra on Ω.

From the definition it is clear that any σ-algebra is also an algebra and thus F2,F3,F4 are examples of
algebras, too. The following is an example of an algebra that is not a σ-algebra.

Example 11.2.8. Let Ω be a nonempty set, and let |A| denote the number of elements of a set A ⊂ Ω. Define.
F5 = {A ⊂ Ω : either |A| is finite or |Ac| is finite }.

Then, note that (i) Ω ∈ F5 (since |Ωc| = |φ| = 0 )), (ii) A ∈ F5 implies Ac ∈ FB (if |A| < ∞, then
|(Ac)c| = |A| < ∞ and if |Ac| < ∞, then Ac ∈ F5 trivially). Next, suppose that A,B ∈ FB . If either
|A| <∞ or |B| <∞, then

|A ∩B| ≤ min{|A|, |B|} <∞

so that A ∩B ∈ F5. On the other hand, if both |Ac| <∞ and |Bc| <∞, then

|(A ∩B)c| = |Ac ∪Bc| ≤ |Ac|+ |Bc| <∞

implying thatA∩B ∈ F5. Thus, property (c) holds, and F5 is an algebra. However, if |Ω| = ∞, then F5 is not
a σ-algebra. To see this, suppose that |Ω| = ∞ and {ω1, ω2, . . .} ⊂ Ω. Then, by definition, At = {ω1} ∈ F5

for all i ≥ 1, but A ≡
⋃∞

i−1A2i−1 = {ω1, ω3, . . .} /∈ F5, since |A| = |Ac| = ∞.

Example 11.2.9. Let Ω be a nonempty set and let

F6 = {A ⊂ Ω : A is countable or Ac is countable } .

Then, it is easy to show that F6 is a σ-algebra.

Definition 11.2.10. If A is a class of subsets of Ω, then the σ-algebra generated by A, denoted by σ(A), is
defined as

σ⟨A⟩ =
⋂

F∈I(A)

F ,

where I(A) ≡ {F : A ⊂ F and F is a σ-algebra on Ω} is the collection of all σ-algebras consisting the class
A.

Note that since the power set P(Ω) contains A and is itself a σ-algebra, the collection I(A) is not empty
and hence, the intersection in the above definition is well defined.

Example 11.2.11. In the setup of Example 11.2.7, σ ⟨F1⟩ = F2 (why?).

A particularly useful class of σ-algebras are those generated by open sets of a topological space. These are
called Borel σ-algebras. A topological space is a pair (S, T ) where S is a nonempty set and T is a collection
of subsets of S such that (i) S ∈ T , (ii) O1,O2 ∈ T ⇒ O1 ∩ O2 ∈ T , and (iii) {Oα : α ∈ I} ⊂ T ⇒⋃

α∈I Oα ∈ T . Elements of T are called open sets.
A metric space is a pair (S, d) where S is a nonempty set and d is a function from S × S to R+satisfying

(i) d(x, y) = d(y, x) for all x, y in S, (ii) d(x, y) = 0 iff x = y, and (iii) d(x, z) ≤ d(x, y) + d(y, z) for all
x, y, z in S. Property (iii) is called the triangle inequality. The function d is called a metric on S (ef. see A.4).

Any Euclidean space Rn(1 ≤ n <∞) is a metric space under any one of the following metrics:
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1. For 1 ≤ p <∞, dp(x, y) = (
∑n

i=1 |xi − yh|p)1/p.

2. d∞(x, y) = max1≤1≤n |xi − y|.

3. For 0 < p < 1, dp(x, y) = (
∑n

1=1 |x1 − y4|p). A metric space (S, d) is a topological space where s set
O is open if for all x ∈ O, there is an ϵ > 0 such that B(x, ϵ) ≡ {y : d(y, x) < ϵ} ⊂ O.

Definition 11.2.12. The Borel σ-algebra on a topological space S (in particular, on a metric space or an
Euclidean space) is defined as the σ-algebra generated by the collection of open sets in S.

Example 11.2.13. Let B
(
Rk
)

denote the Borel σ-algebra on Rk, 1 ≤ k <∞. Then,

B
(
Rk
)
≡ σ

〈{
A : A is an open subset of Rk

}〉
is also generated by each of the following classes of sets

O1 = {(a1, b1)× . . .× (ak, bk) : −∞ ≤ ai < bi ≤ ∞, 1 ≤ i ≤ k}
O2 = {(−∞, x1)× . . .× (−∞, xk) : x1, . . . , xk ∈ R}
O3 = {(a1, b1)× . . .× (ak, bk) : ai, bi ∈ Q, ai < bi, 1 ≤ i ≤ k}
O4 = {(−∞, x1)× . . .× (−∞, xk) : x1, . . . , xk ∈ Q}

where Q denotes the set of all rational numbers. To show this, note that σ (Oi) ⊂ B
(
Rk
)

for i = 1, 2, 3, 4,
and hence, it is enough to show that σ (Oi⟩ ⊃ B

(
Rk
)
. Let G be a σ-algebra containing O3. Observe that

given any open set A ⊂ Rk, there exist a sequence of sets {Bn}n≥1 in O3 such that A =
⋃

n>1Bn (Problem
1.9). Since G is a σ algebra snd Bn ∈ G for all n ≥ 1, A ∈ G. Thus, G is a σ-algebra consisting all open
subsets of Rk, and hence B

(
Rk
)
. Hence, it follows that

B
(
Rk
)
⊃ σ ⟨O1⟩ ⊃ σ (O3⟩ =

⋂
g:GO3

G ⊃ B
(
Rk
)

Next note that any interval (a, b) ⊂ R can be expressed in terms of half-spaces of the form (−∞, x), x ∈ R
as

(a, b) =
∞⋃
n=1

[
(−∞, b) \

(
−∞, a+

1

n

)]
where for any two sets A and B, A \ B = {x : x ∈ A, x /∈ B}. It is not difficult to show that this implies
σ⟨Oi⟩ = B(Rk) for i = 2, 4.

Let us give the definitions of another two types of classes.

Definition 11.2.14. A class C of subsets of Ω is a π-system or π-class if A,B ∈ C ⇒ A ∩ B ∈ C. And C is
called a λ-system or a λ-class if

1. Ω ∈ C;

2. A,B ∈ C with A ⊂ B ⇒ B \A ∈ C;

3. An ∈ C with An ⊂ An+1 for all n ≥ 1 ⇒
⋃
n≥1

An ∈ C.

It is easy to note that every σ-algebra is a λ-system, but an algebra need not be so.

Theorem 11.2.15. If C is a π-system, then λ⟨C⟩ = σ⟨C⟩.
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Exercise 11.2.16. Let Ω be a nonempty set and P(Ω) ≡ {A : A ⊂ Ω} be the power set of Ω. Let A ⊂ P(Ω).
Show that the smallest smallest algebra containing a semialgebra C is

A(C) ≡ {A : A =
k⋃

i=1

Bi, Bi ∈ C, for i = 1, . . . , k, k <∞},

i.e., the class of finite unions of sets from C.

11.3 Measures

A set function is an extended real valued function defined on a class of subsets of a set Ω. Measures are
nonnegative set functions that, intuitively speaking, measure the content of a subset of Ω. However, a measure
has to satisfy certain natural requirements, such as the measure of the union of a countable collection of
disjoint sets is the sum of the measures of the individual sets, etc. Formally, one can define measure as the
following.

Definition 11.3.1. Let Ω be a nonempty set and F be an algebra on Ω. Then, a set function µ on F is called
a measure if

1. µ(A) ∈ [0,∞] for all A ∈ F ;

2. µ(0) = 0;

3. for any disjoint collection of sets A1, A2, . . . ,∈ F with
⋃

n≥1An ∈ F ,

µ

⋃
n≥1

An

 =
∞∑
n−1

µ (An) .

The above conditions on µ are equivalent to finite additivity and monotone continuity from below.

Theorem 11.3.2. Let Ω be a nonempty set and F be an algebra of subsets of Ω and µ be a set function on F
with values in [0,∞] and with µ(∅) = 0. Then, µ is a measure iff µ satisfies

(d) (finite additivity) for all A1, A2 ∈ F with A1 ∩A2 = $, µ (A1 ∪A2) = µ (A1) + µ (A2), and

(e) (monotone continuity from below or, m.c.f.b., in short) for any collection {An}n≥1 of sets in F such

that An ⊂ An+1 for all n ≥ 1 and
⋃
n≥1

An ∈ F ,

µ

⋃
n≥1

An

 = lim
n→∞

µ(An).

Proof. Let µ be a measure on F . Since µ satisfies (c), taking A3, A4, . . . to be ∅ yields (d). This implies that
for A and B in F , A ⊂ B ⇒ µ(B) = µ(A) + µ(B\A) ≥ µ(A), i.e., µ is monotone. To establish (e), note
that if µ (An) = ∞ for some n = n0, then µ (An) = ∞ for all n ≥ n0 and µ

(⋃
n≥1An

)
= ∞ and (e)

holds in this case. Hence, suppose that µ (An) < ∞ for all n ≥ 1. Setting Bn = An\An−1 for n ≥ 1 (with
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A0 = ∅ ), by (d), µ (Bn) = µ (An) − µ (An−1). Since {Bn}n≥1 is a disjoint collection of sets in F with⋃
n≥1

Bn =
⋃
n≥1

An, by (c),

µ

⋃
n≥1

An

 = µ

⋃
n≥1

Bn


=

∞∑
n=1

µ (Bn)

= lim
N→∞

N∑
n=1

[µ (An)− µ (An−1)]

= lim
N→∞

µ (AN ) ,

and so (e) holds in this case too.
Conversely, let µ satisfy µ(∅) = 0 and (d) and (e). Let {An}n≥1 be a disjoint collection of sets in F with⋃

i≥1

Ai ∈ F . Let Cn =

n⋃
j=1

Aj for n ≥ 1. Since F is an algebra, Cn ∈ F for all n ≥ 1. Also, Cn ⊂ Cn+1 for

all n ≥ 1. Hence,
⋃

n≥1Cn =
⋃

j≥1Aj . By (e),

µ

⋃
j≥1

Aj

 = µ

⋃
n≥1

Cn


= lim

n→∞
µ (Cn)

= lim
n→∞

n∑
j=1

µ (Aj) ( by (d)) (11.3.1)

=

∞∑
j=1

µ (Aj) .

Thus, (c) holds.

The definition of measure given above is valid when F is a σ-algebra. However, very often one may start
with a measure on an algebra A and then extend it to a measure on the σ-algebra σ⟨A⟩. This is why the
definition of a measure on an algebra is given here. Similarly, one may begin with defining a measure on a
class of subsets of Ω that form only a semialgebra. Let us now discuss a few relevant definitions and examples.

Definition 11.3.3. A measure µ is called finite or infinite according as µ(Ω) < ∞ or µ(Ω) = ∞. A finite
measure with µ(Ω) = 1 is called a probability measure. A measure µ on a σ-algebra F is called σ-finite if
there exist a countable collection of sets A1, A2, . . . ,∈ F , not necessarily disjoint, such that

(a)
⋃
n≥1

An = Ω and (b) µ (An) <∞ for all n ≥ 1.

Example 11.3.4. (The counting measure). Let Ω be a nonempty set and F3 = P(Ω) be the set of all subsets
of Ω (see example 11.2.7). Define

µ(A) = |A|, A ∈ F3,
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where |A| denotes the number of elements in A. It is easy to check that µ satisfies the requirements (a)-(c) of
a measure. This measure µ is called the counting measure on Ω. Note that µ is finite iff Ω is finite and it is
σ-finite if Ω is countably infinite.

Let us now discuss a few properties of the measure.

Theorem 11.3.5. Let µ be a measure on an algebra F , and let A,B,A1, . . . , Ak ∈ F , 1 ≤ k <∞. Then,

(a)′ (Monotonicity) µ(A) ≤ µ(B) if A ⊂ B;

(b)′ (Finite subadditivity) µ (A1 ∪ . . . ∪Ak) ≤ µ (A1) + . . .+ µ (Ak);

(c)′ (Inclusion-exclusion formula) If µ (Ai) <∞ for all i = 1, . . . , k, then

µ (A1 ∪ . . . ∪Ak) =
k∑

i=1

µ (Ai)−
∑

1≤i<j<k

µ (Ai ∩Aj)

+ . . .+ (−1)k−1µ (A1 ∩ . . . ∩Ak) .

Proof. µ(B) = µ (A ∪ (Ac ∩B)) = µ(A) + µ(B\A) ≥ µ(A), by (a) and (c) of the definition of measure.
This proves (a)′.

To prove (b)′, note that if either µ(A) or µ(B) is finite, then µ(A ∩ B) < ∞, by (a)′. Hence, using the
countable additivity property (c), we have

µ(A ∪B) = µ(A) + µ(B\A)
= µ(A) + [µ(B\A) + µ(A ∩B)]− µ(A ∩B)

= µ(A) + µ(B)− µ(A ∩B). (11.3.2)

Hence, (b)′ follows from (11.3.2) and by induction.
To prove (c)′, we note that the case k = 2 follows from (11.3.2). Next, suppose that (c)′ holds for all sets

A1, . . . , Ak ∈ F with µ (Ai) < ∞ for all i = 1, . . . , k for some k = n, n ∈ N. To show that it holds for
k = n+ 1, we have by (11.3.2),

µ

(
n+1⋃
i=1

Ai

)

= µ

(
n⋃

i=1

Ai

)
+ µ (An+1)− µ

(
n⋃

i=1

(Ai ∩An+1)

)

=


n∑

i=1

µ(Ai)−
∑

1<i<j≤n

µ(Ai ∩Aj) + . . .+ (−1)n−1µ(A1 ∩ . . . An)

+ µ(An+1)

−

 n∑
i=1

µ(Ai ∩An+1)−
∑

1≤i<j≤n

µ(Ai ∩Aj ∩An+1) + . . .+ (−1)n−1µ(A1 ∩ . . . An+1)


=

n+1∑
i=1

µ(Ai)−
∑

1≤i<j≤n+1

µ(Ai ∩Aj) + . . .+ (−1)nµ

n+1⋂
j=1

Aj

 .

Hence, by induction, the proof is done.
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Theorem 11.3.6. Let µ be a measure on an algebra F .

1. (Monotone continuity from above) Let {An}n≥1 be a sequence of sets in F such that An+1 ⊂ An for
all n ≥ 1 and A ≡

⋂
n≥1An ∈ F . Also, let µ (An0) <∞ for some n0 ∈ N. Then,

lim
n→∞

µ (An) = µ(A)

2. (Countable subadditivity) If {An}n≥1 is a sequence of sets in F such that
⋃

n≥1An ∈ F , then

µ

( ∞⋃
n=1

An

)
≤

∞∑
n=1

µ (An) .

Proof. To prove part 1, without loss of generality (w.l.o.g.), assume that n0 = 1, i.e., µ (A1) <∞. Let Cn =
A1\An for n ≥ 1, and C∞ = A1\A. Then Cn and C∞ belong to F and Cn ↑ C∞. By theorem 11.3.2 (e),
(i.e., by the m.c.f.b. property), µ (Cn) ↑ µ (C∞) and by (d), (i.e., finite additivity), µ (Cn) = µ (A1)−µ (An)
for all 1 ≤ n <∞, due to the fact µ (A1) <∞. This proves 1.

To prove 2, let Dn =
n⋃

i=1

Ai, n ≥ 1. Then Dn ↑ D ≡
n⋃

i≥1

Ai. Hence, by m.c.f.b. and finite subadditivity,

µ(D) = lim
n→∞

µ(Dn) ≤ lim
n→∞

n∑
i=1

µ(Ai) =

∞∑
n=1

µ(An).

11.4 Extension theorems

Definition 11.4.1. A set function µ on a semialgebra C, taking values in [0,∞] is called a measure if

1. µ(∅) = 0;

2. for any sequence of sets {An}n≥1 ⊂ C, with
⋃
n≥1

An ∈ C, and Ai ∩ Aj = ∅ for i ̸= j, µ

⋃
n≥1

An


=

∞∑
n=1

µ(An).

Theorem 11.4.2. Let µ be a measure on a semialgebra C. Let A ≡ A(C) be the smallest algebra generated
by C. For each A ∈ A, set

µ̄(A) =
k∑

i=1

µ (Bi) ,

if the set A has the representation A =
k⋃

i=1

Bi for some B1, . . . , Bk ∈ C, k <∞ with Bi ∩Bj = ∅ for i ̸= j.

Then,

(i) µ̄ is independent of the representation of A as A =
k⋃

i=1

Bi;
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(ii) µ̄ is finitely additive on A, i.e., A,B ∈ A, A ∩B = ∅ ⇒ µ̄(A ∪B) = µ̄(A) + µ̄(B); and

(iii) µ̄ is countably additive on A, i.e., if An ∈ A for all n ≥ 1, Ai ∩Aj = ∅ for all i ̸= j, and
⋃
n≥1

An ∈ A,

then

µ̄

⋃
n≥1

An

 =
∞∑
n=1

µ̄ (An) .

Proof. Parts (i) and (ii) are easy to verify. Turning to part (iii), let each n ≥ 1, An =

kn⋃
j=1

Bnj , Bnj ∈

C, {Bnj}knj=1 disjoint. Since
⋃
n≥1

An ∈ A then there exist disjoint sets {Bi}ki=1 ⊂ C such that
⋃
n≥1

An =
k⋃

i=1

Bi.

Now

Bi = Bi ∩

⋃
n≥1

An

 =
⋃
n≥1

(Bi ∩An)

=
⋃
n≥1

kn⋃
j=1

(Bi ∩Bnj) .

Since for all i, Bi ∈ C, Bi ∩Bnj ∈ C for all j, n and µ is a measure on C

µ (Bi) =
∑
n≥1

kn∑
j=1

µ (Bi ∩Bnj) .

Thus,

µ̄

⋃
n≥1

An

 =

k∑
i=1

µ (Bi)

=
k∑

i=1

∑
n≥1

 kn∑
j=1

µ (Bi ∩Bnj)


=

∑
n≥1

 k∑
i=1

kn∑
j=1

µ(Bi ∩Bnj


=

∑
n≥1

µ(An),

since

An = An ∩
k⋃

i=1

Bi =

k⋃
i=1

kn⋃
j=1

(Bi ∩Bnj).

Definition 11.4.3. Given a measure µ on a semialgebra C, the outer measure induced by µ is the set function
µ∗, defined on P(Ω), as

µ∗(A) = inf


∞∑
n=1

µ(An) : {An}n≥1 ⊂ C, A ⊂
⋃
n≥1

An

 .
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Thus, a given set A is covered by countable unions of sets from C and the sums of the measures on such
covers are computed and µ∗(A) is the greatest lower bound one can get in this way. It is not difficult to show
that on C and A, this is not an overestimate. That is, µ∗ = µ on C and on A, µ∗ = µ. Now, let us define
measurable sets.

Definition 11.4.4. A set A is said to be µ∗-measurable if

µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac)

for all E ⊂ Ω.

Exercise 11.4.5. Show that µ∗ satisfies the following properties.

1. µ∗(∅) = 0;

2. A ⊂ B ⇒ µ∗(A) ≤ µ∗(B);

3. For any {An}n≥1 ⊂ P(Ω),

µ∗

⋃
n≥1

An

 ≤
∞∑
n=1

µ∗(An).

Any set function µ∗ : P(Ω) → [0,∞] that satisfies the above three properties is called an outer measure on
Ω.

Theorem 11.4.6. Let µ∗ be an outer measure on Ω, i.e., it satisfies

1. µ∗(∅) = 0;

2. A ⊂ B ⇒ µ∗(A) ≤ µ∗(B);

3. For any {An}n≥1 ⊂ P(Ω),

µ∗

⋃
n≥1

An

 ≤
∞∑
n=1

µ∗(An).

Let M ≡ Mµ∗ ≡ {A : A is µ∗-measurable}. Then

(i) M is a σ-algebra,

(ii) µ∗ restricted to M is a measure, and

(iii) µ∗(A) = 0 ⇒ P(A) ⊂ M.

Proof. From µ∗-measurability, it follows that ∅ ∈ M and that A ∈ M ⇒ Ac ∈ M. Next, it will be shown
that M is closed under finite unions. Let A1, A2 ∈ M. Then, for any E ⊂ Ω,

µ∗(E) =µ∗ (E ∩A1) + µ∗ (E ∩Ac
1) ( since A1 ∈ M)

=µ∗ (E ∩A1 ∩A2) + µ∗ (E ∩A1 ∩Ac
2)

+ µ∗ (E ∩Ac
1 ∩A2) + µ∗ (E ∩Ac

1 ∩Ac
2) ( since A2 ∈ M) .

But (A1 ∩A2) ∪ (A1 ∩Ac
2) ∪ (Ac

1 ∩A2) = A1 ∪A2. Since µ∗ is subadditive, it follows that

µ∗ (E ∩ (A1 ∪A2)) ≤ µ∗ (E ∩A1 ∩A2) + µ∗ (E ∩A1 ∩Ac
2) + µ∗ (E ∩Ac

1 ∩A2) .
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Thus
µ∗(E) ≥ µ∗ (E ∩ (A1 ∪A2)) + µ∗ (E ∩ (A1 ∪A2)

c) .

The subadditivity of µ∗ yields the opposite inequality and so, A1 ∪ A2 ∈ M and hence, M is an algebra. To
show that M is a σ-algebra, it suffices to show that M is closed under monotone unions, i.e., An ∈ M, An ⊂
An+1 for all n ≥ 1 ⇒ A ≡

⋃
n≥1

An ∈ M. Let B1 = A1 and Bn = An ∩ Ac
n−1 for all n ≥ 2. Then for all

n ≥ 1, Bn ∈ M (since M is an algebra),
n⋃

j=1

Bj = An and
∞⋃
j=1

Bj = A. Hence for any E ⊂ Ω,

µ∗(E) = µ∗ (E ∩An) + µ∗ (E ∩Ac
n)

= µ∗ (E ∩An ∩Bn) + µ∗ (E ∩An ∩Bc
n) + µ∗ (E ∩Ac

n) (since Bn ∈ M)
= µ∗ (E ∩Bn) + µ∗ (E ∩An−1) + µ∗ (E ∩Ac

n)

=

n∑
j=1

µ∗ (E ∩Bj) + µ∗ (E ∩Ac
n) (by iteration)

≥
n∑

j=1

µ∗ (E ∩Bj) + µ∗ (E ∩Ac) (by monotonicity).

Now letting n→ ∞, and using the subadditivity of µ∗ and the fact that
∞⋃
j=1

Bj = A, one gets

µ∗(E) ≥
∞∑
j=1

µ∗ (E ∩Bj) + µ∗ (E ∩Ac)

≥ µ∗(E ∩A) + µ∗ (E ∩Ac) .

This completes the proof of part (i).

To prove part (ii), let {Bn}n≥1 ⊂ M and Bi ∩ Bj = ∅ for i ̸= j. Let Aj =

∞⋃
i=j

Bi, j ∈ N. Then, by (i),

Aj ∈ M for all j ∈ N and so

µ∗ (A1) = µ∗ (A1 ∩B1) + µ∗ (A1 ∩Bc
1) (since B1 ∈ M)

= µ∗ (B1) + µ∗ (A2)

= µ∗ (B1) + µ∗ (B2) + µ∗ (A3) (by iteration)

=
n∑

i=1

µ∗ (Bi) + µ∗ (An+1) (by iteration)

≥
n∑

i=1

µ∗ (Bi) for all n ≥ 1.

Now letting n → ∞, one has µ∗ (A1) ≥
∞∑
i=1

µ∗ (Bi). By subadditivity of µ∗, the opposite inequality holds

and so

µ∗ (A1) = µ∗

( ∞⋃
i=1

Bi

)
=

∞∑
i=1

µ∗ (Bi) ,

proving (ii).
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As for (iii), note that by monotonicity, µ∗(A) = 0, B ⊂ A ⇒ µ∗(B) = 0 and hence, for any E,
µ∗(E ∩B) = 0. Since µ∗(E) ≥ µ∗(E ∩Bc), this implies

µ∗(E) ≥ µ∗(E ∩Bc) + µ∗(E ∩B).

The opposite inequality holds by the subadditivity of µ∗. So B ∈ M and hence (iii) is proved.

Few Probable Questions

1. Show that the measure function defined on an algebra F over non-empty set Ω satisfies monotone
continuity from below.

2. Show that the measure µ satisfies finite subadditivity.

3. Define an extension of measure µ on a semialgebra C to the smallest algebra generated by C. Is the
newly defined function countably additive? Justify your answer.

4. Let Mµ∗ be the set of all µ∗-measurable sets in Ω. Show that it forms a σ-algebra.
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Unit 12

Course Structure

• Caratheodory extension of measure, Completeness of measure, Lebesgue-Stieltjes measures

12.1 Introduction

In Mathematics, a null set is a set that is negligible in some sense. In measure theory, we again have a null set
which more or less can be similar in terms of measure. By definition, a set E ⊂ Ω is a null set for a measure
µ on Ω if E ∈ M and µ(E) = 0. In general, an arbitrary subset A of E need not be measurable, but if A
happens to be measurable, then monotonicity implies that µ(A) = 0. A complete measure is one such that
every subset A of every null set E is measurable. Complete measures are often more convenient to work with
than incomplete measures. Fortunately, if we have a incomplete measure in hand, there is a way to extend µ
to a larger σ-algebra in such a way that the extended measure is complete. This is what this unit is all about.
We shall start with the definition of complete measure and gradually move on developing the theory.

Objectives

After reading this unit, you will be able to

• define complete measure and see few of its examples

• define complete extension of measure on an incomplete measure space

12.2 Caratheodory extension of measures

Definition 12.2.1. A measure space (Ω,F , ν), where Ω is a non-empty set, F is a σ-algebra over Ω and ν is
a measure function on F , is called complete if for any A ∈ F with ν(A) = 0 ⇒ P(A) ⊂ F .

By part (iii) of theorem 11.3.2, (Ω,M, µ∗) is a complete measure space.

Theorem 12.2.2. (Caratheodory’s extension theorem). Let µ be a measure on a semialgebra C and let µ∗ be
the set function induced by µ as defined in the previous unit. Then,

(i) µ∗ is an outer measure,
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(ii) C ⊂ Mµ∗ , and

(iii) µ∗ = µ on C, where Mµ is as in Theorem 1.3.2.

Proof. The proof of (i) involves verifying the conditions satisfied by µ∗, which is left as an exercise in the
preceding unit. To prove (ii), let A ∈ C. Let E ⊂ Ω and {An}n≥1 ⊂ C be such that E ⊂

⋃
n≥1

An. Then, for

all i ∈ N, Ai = (Ai ∩A) ∪ (Ai ∩B1) ∪ . . . ∪ (Ai ∩Bk) where B1, . . . , Bk are disjoint sets in C such that
k⋃

j=1

Bj = Ac. Since µ is finitely additive on C,

µ (Ai) = µ (Ai ∩A) +
k∑

j=1

µ (Ai ∩Bj)

⇒
∞∑
n=1

µ (An) =
∞∑
n=1

µ (An ∩A) +
∞∑
n=1

k∑
j=1

µ (An ∩Bj)

≥ µ∗(E ∩A) + µ∗ (E ∩Ac) ,

since {An ∩A}n≥1 and {An ∩Bj : 1 ≤ j ≤ k, n ≥ 1} are both countable subcollections of C whose unions
cover E ∩A and E ∩Ac, respectively. From the definition of µ∗(E), it now follows that

µ∗(E) ≥ µ∗(E ∩A) + µ∗ (E ∩Ac) .

Now the subadditivity of µ∗ completes the proof of part (ii).
To prove (iii), let A ∈ C. Then, by definition, µ∗(A) ≤ µ(A). If µ∗(A) = ∞, then µ(A) = ∞ = µ∗(A).

If µ∗(A) < ∞, then by the definition of ’infimum,’ for any ϵ > 0, there exists {An}n≥1 ⊂ C such that

A ⊂
⋃
n≥1

An and

µ∗(A) ≤
∞∑
n=1

µ (An) ≤ µ∗(A) + ϵ.

But A = A ∩

⋃
n≥1

An

 =
⋃
n≥1

(A ∩An). We note that the set function µ̄ defined on A(C) defined in the

previous unit is a measure and it coincides with µ on C. SinceA, A∩An ∈ C for all n ≥ 1, thus, by countable
subadditivity applied to µ̄, we get

µ(A) = µ̄(A) ≤
∞∑
n=1

µ̄(A ∩An) ≤
∞∑
n=1

µ̄(An) =

∞∑
n=1

µ(An) ≤ µ∗(A) + ϵ.

Since ϵ > 0 is arbitrary, this yields, µ(A) ≤ µ∗(A).

Thus, given a measure µ on a semialgebra C ⊂ P(Ω), there is a complete measure space (Ω,Mµ∗ , µ∗)
such that Mµ∗ ⊃ C and µ∗ restricted to C equals µ. For this reason, µ∗ is called an extension of µ. The
measure space (Ω,Mµ∗ , µ∗) is called the Caratheodory extension of µ. Since Mµ∗ is a σ− algebra and
contains C,Mµ∗ must contain σ⟨C⟩, the σ-algebra generated by C, and thus, (Ω, σ⟨C⟩, µ∗) is also a measure
space. However, the latter may not be complete (see Section 1.4).
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12.3 Lebesgue-Stieltjes measures

Let us apply the above method to construct Lebesgue-Stieltjes measures on R and Rn.

12.3.1 Lebesgue-Stieltjes measures on R

Let F : R → R be nondecreasing. For x ∈ R, let F (x+) ≡ limy↓x F (y), and F (x−) ≡ limy↑x F (y). Set
F (∞) = limx↑∞ F (x) and F (−∞) = limx↓−∞ F (y). Let

C ≡ {(a, b] : −∞ ≤ a ≤ b <∞} ∪ {(a,∞) : −∞ ≤ a <∞}

Define
µF ((a, b]) = F (b+)− F (a+),

µF ((a,∞)) = F (∞)− F (a+).

Then, it may be verified that (i) C is a semialgebra; (ii) µF is a measure on C. (For (ii), one needs to use the
Heine-Borel theorem. See Problems 1.22 and 1.23.)

Let
(
R,Mµ∗

F
, µ∗F

)
be the Caratheodory extension of µF , i.e., the measure space constructed as in the

above two theorems.

12.4 Completeness of Measures

Theorem 12.4.1. Let (Ω,F , µ) be a measure space. Let

F̃ = {A : B1 ⊂ A ⊂ B2 for some B1, B2 ∈ F satisfying µ(B2 \B1) = 0}.

For every A ∈ F̃ , set µ̃(A) = µ(B1) = µ(B2) for any pair of sets B1, B2 ∈ F with B1 ⊂ A ⊂ B2 and
µ(B2 \B1) = 0. Then

1. F̃ is a σ-algebra and F ⊂ F̃ ,

2. µ̃ is well defined,

3. (Ω, F̃ , µ̃) is a complete measure space and µ̃ = µ on F .

Proof. 1. Since A ∈ F̃ , there exist B1, B2 ∈ F with B1 ⊂ A ⊂ B2 and µ(B2 \ B1) = 0. Clearly
Bc

2 ⊂ Ac ⊂ Bc
1 andBc

1, B
c
2 ∈ F and µ(Bc

1 \Bc
2) = µ(B2 \B1) = 0 and soAc ∈ F̃ . Next, let {An}∞n=1 ⊂ F̃

and A =
⋃
n≥1

An. Then, for each n there exist B1n, B2n ∈ F with B1n ⊂ An ⊂ B2n and µ(B2n \

B1n) = 0. Let B1 =
⋃
n≥1

B1n and B2 =
⋃
n≥1

B2n. Then B1 ⊂ A ⊂ B2, B1, B2 ∈ F and

B2 \ B1 ⊂
⋃
n≥1

(B2n \B1n) and hence µ(B2 \ B1) ≤
∞∑
n=1

µ(B2n \B1n) = 0. Thus, A ∈ F̃ and

hence F̃ is a σ-algebra. Clearly, F ⊂ F̃ since for every A ∈ F , one may take B1 = B2 = A.

2. Let B1 ⊂ A ⊂ B2, B
′
1 ⊂ A ⊂ B′

2, B1, B
′
1, B2, B

′
2 ∈ F and µ (B2\ B1) = 0 = µ (B′

2\B′
1). Then

B1 ∪B′
1 ⊂ A ⊂ B2 ∩B′

2 and (B2 ∩B′
2) \ (B1 ∪B′

1) = (B2 ∩B′
2) ∩ (Bc

1 ∩B′c
1 ) ⊂ B2 ∩Bc

1. Thus

µ
([
B2 ∩B′

2

]
\
[
B1 ∪B′

1

])
= 0.

Hence, µ (B2) = µ (B1) + µ (B2\B1) = µ (B1) ≤ µ (B1 ∪B′
1) = µ (B2∩ B′

2) ≤ µ (B′
2). By

symmetry µ (B′
2) ≤ µ (B2) and so µ (B2) = µ (B′

2). But µ (B2) = µ (B1) and µ (B′
2) = µ (B′

1) and
also all four quantities agree.

118



3. It remains to show that µ̃ is countably additive and complete on F̃ . Let {An}∞n=1 be a disjoint sequence
of sets from F̃ and letA =

⋃
n≥1An. Let {B1n}n≥1 , {B2n}n≥1 , B1, B2 be as in the proof of (a). Then,

the fact that {An}∞n=1 are disjoint implies {B1n}∞n=1 are also disjoint. And since B1 =
⋃

n≥1B1n and
µ is a measure on (Ω,F),

µ (B1) ≡
∞∑
n=1

(B1n)

Also, by definition of B1n ’s, µ (B1n) = µ̃ (An) for all n ≥ 1, and by (i), µ̃(A) = µ (B1). Thus,

µ̃(A) = µ (B1) =
∞∑
n=1

(B1n) =
∞∑
n=1

µ̃ (An) ,

establishing the countable additivity of µ̃. Next, suppose that A ∈ F̃ and µ̃(A) = 0. Then there exist
B1, B2 ∈ F such that B1 ⊂ A ⊂ B2 and µ (B2\B1) = 0. Further, by definition of µ̃, µ (B2) =
µ̃(A) = 0. If D ⊂ A, then ∅ ⊂ D ⊂ B2 and µ (B2\∅) = 0. Therefore, D ∈ F̃ and hence (Ω, F̃ , µ̃) is
complete. Finally, if A ∈ F , then take B1 = B2 = A and so, µ̃(A) = µ (B1) = µ(A), and thus, µ̃ = µ
on F . Hence, the proof of the theorem is complete.

Few Probable Questions

1. State and prove the Caratheodory extension theorem.

2. For any measure space (Ω,F , µ), is it possible to define a complete extension to the measure µ? If yes,
justify your answer.

3. Let A ∈ Mµ∗ and µ∗(A) < ∞. Show that for each ϵ > 0, there exist B1, B2, . . . , Bk ∈ C, k < ∞
with Bi ∩Bj = ∅ for 1 ≤ i ̸= j ≤ k, such that

µ∗

A∆ k⋃
j=1

Bj

 < ϵ.
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Unit 13

Course Structure

• Integrations: Measurable transformations, Induced measures, distribution functions, Integration.

13.1 Introduction

You are already aware of the notion of measurable functions in space of all Lebesgue measurable sets over R.
This can be generalised for any arbitrary measure spaces. In fact, a measurable function is a function between
the underlying sets of two measurable spaces that preserves the structure of the spaces: the preimage of any
measurable set is measurable. This is in direct analogy to the definition that a continuous function between
topological spaces preserves the topological structure: the preimage of any open set is open.

Objectives

After reading this unit, you will be able to

• define measurable transformations and get to know several examples of them

• define induced measure

• define integration of measurable function with respect to a measure µ

• come across various convergence theorems in measure

13.2 Measurable transformations

Definition 13.2.1. Let Ω be a nonempty set and let F be a σ-algebra on Ω. Then the pair (Ω,F) is called a
measurable space. If µ is a measure on (Ω,F), then the triple (Ω,F , µ) is called a measure space.

If in addition, µ is a probability measure, then (Ω,F , µ) is called a probability space.

Definition 13.2.2. Let (Ω,F) be a measurable space. Then a function f : Ω → R is called F-measurable if
for each a ∈ R,

f−1((−∞, a]) = {x : f(x) ≤ a} ∈ F .
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However, if (Ω,F) is a probability space. Then a function X : Ω → R is called a random variable, if the
event

X−1((−∞, a]) = {x : X(x) ≤ a} ∈ F ,

for each a ∈ R.

The following definition generalizes the above between two measurable spaces.

Definition 13.2.3. Let (Ωi,Fi), i = 1, 2 be measurable spaces. Then, a mapping T : Ω1 → Ω2 is called
measurable with respect to the σ-algebras ⟨F1,F2⟩ (or ⟨F1,F2⟩-measurable) if

T−1(A) ∈ F1, for all A ∈ F2.

Example 13.2.4. Let Ω = {a, b, c, d}, F2 = {Ω, ∅, {a}, {b, c, d}} and let F2 =the set of all subsets of Ω.
Define the mappings Ti : Ω → Ω, i = 1, 2, by

T1(x) = a, x ∈ Ω

and

T2(x) = a, if x = a, b

= c, if x = c, d.

Then T1 is ⟨F2,F3⟩-measurable since for any A ∈ F3, T−1
1 (A) = Ω or ∅ according as a ∈ A or a /∈ A. By

similar arguments, it follows that T2 is ⟨F3,F2⟩-measurable. However, T2 is not ⟨F2,F3⟩-measurable since
T−1
2 ({a}) = {a, b} /∈ F2.

Theorem 13.2.5. Let (Ωi,Fi) , i = 1, 2, 3 be measurable spaces.

(i) Suppose that F2 = σ⟨A⟩ for some class of subsets A of Ω2. If T : Ω1 → Ω2 is such that T−1(A) ∈ F1

for all A ∈ A, then T is ⟨F1,F2⟩ measurable.

(ii) Suppose that T1 : Ω1 → Ω2 is ⟨F1,F2⟩-measurable and T2 : Ω2 → Ω3 is ⟨F2,F3⟩-measunable. Let
T = T2 ◦ T1 : Ω1 → Ω3 denote the composition of T1 and T2, defined by T (ω1) = T2 (T1 (ω1)) , ω1 ∈
Ω1. Then, T is ⟨F1,F3⟩-measurable.

Proof. (i) Define the collection of sets

F =
{
A ∈ F2 : T

−1(A) ∈ F1

}
Then,

(a) T−1 (Ω2) = Ω1 ∈ F1 ⇒ Ω2 ∈ F .

(b) If A ∈ F , then T−1(A) ∈ F1 ⇒
(
T−1(A)

)c ∈ F1 ⇒ T−1 (Ac) =
(
T−1(A)

)c ∈ F1, implying
Ac ∈ F .

(c) IfA1, A2, . . . ,∈ F , then, T−1 (Ai) ∈ F1 for all i ≥ 1. Since F1 is a σ-algebra T−1
(⋃

n≥1An

)
=⋃

n≥1 T
−1 (An) ∈ F1. Thus,

⋃
n≥1An ∈ F . (See also Problem 2.1 on de Morgan’s laws.)

Hence, by (a), (b), (c), F is a σ-algebra and by hypothesis A ⊂ F . Hence, F2 = σ⟨A⟩ ⊂ F ⊂ F2.
Thus, F = F2 and T is ⟨F1,F2⟩− measurable.

(ii) LetA ∈ F3. Then, T−1
2 (A) ∈ F2, since T2 is ⟨F2,F3⟩-measurable. Also, by the ⟨F1,F2⟩-measurability

of T1, T−1(A) = T−1
1

(
T−1
2 (A)

)
∈ F1, showing that T is ⟨F1,F3⟩-measurable.
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13.3 Induced measures, distribution functions

Definition 13.3.1. Let (Ωi,Fi), i = 1, 2 be measurable spaces and let T : Ω1 → Ω2 be a ⟨F1,F2⟩-measurable
mapping from Ω1 to Ω2. Then, for any measure µ on (Ω1,F1), the set function µT−1, defined by

µT−1(A) = µ
(
T−1(A)

)
, A ∈ F2

is a measure on F2.

Exercise 13.3.2. Check whether µT−1 satisfies all the conditions for being a measure.

Definition 13.3.3. The measure µT−1 is called the measure induced by T (or the induced measure of T ) on
F2.

13.4 Integration

Let (Ω,F , µ) be a measure space and f : Ω → R be a measurable function. We will define the integral of f
with respect to measure µ.

Definition 13.4.1. A function f : Ω → R ≡ [−∞,∞] is called simple if there exist a finite set (of distinct
elements) {c1, . . . , ck} ∈ R and sets A1, . . . , Ak ∈ F , k ∈ N such that f can be written as

f =

k∑
i=1

ciIAi ,

where, IA denotes the characteristic function of the set A.

Definition 13.4.2. (The integral of a simple nonnegative function). Let f : Ω → [0,∞] be a simple non-
negative function on (Ω,F , µ) with the representation (3.1). The integral of f w.r.t. µ, denoted by

∫
fdµ, is

defined as ∫
fdµ ≡

k∑
i=1

ciµ (Ai) .

It may be verified that the value of the integral above does not depend on the representation of f . That is, if
f can be expressed as f =

∑l
j=1 djIBj for some d1, . . . , dl ∈ R+(not necessarily distinct) and for some sets

B1, . . . , Bl ∈ F , then
∑k

i=1 ciµ (Ai) =
∑l

j=1 djµ (Bj), so that the value of the integral remains unchanged
(verify). Also note that for the f above,

0 ≤
∫
fdµ ≤ ∞

The following result is an easy consequence of the definition and the above discussion.

Theorem 13.4.3. Let f and g be two simple non-negative functions on (Ω,F , µ). Then

(i) (Linearity) For α ≥ 0, β ≥ 0,
∫
(αf + βg)dµ = α

∫
fdµ+ β

∫
gdµ.

(ii) (Monotonicity) If f ≥ g a.e. (µ), i.e., µ({x : x ∈ Ω, f(x) < g(x)}) = 0 , then
∫
fdµ ≥

∫
gdµ.

(iii) If f = g a.e. (µ), that is, µ({x : x ∈ Ω, f(x) ̸= g(x)}) = 0, then
∫
fdµ =

∫
gdµ.

Proof. Left as exercise.
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Definition 13.4.4. (The integral of a non-negative measurable function). Let f : Ω → [0,∞] be a non-
negative measurable function on (Ω,F , µ). The integral of f with respect to µ, also denoted by

∫
fdµ, is

defined as ∫
fdµ = lim

n→∞
fndµ (13.4.1)

where {fn} is any sequence of non-negative simple functions such that fn(x) ↑ f(x) for all x.

The sequence {fn} is is non-decreasing, and hence the right side of the above equation is well defined, that
is, it is the same for all such approximating sequences of functions as established in the theorem below.

Theorem 13.4.5. Let {fn}n≥1 and {gn}n≥1 be two sequences of simple non-negative measurable functions
on (Ω,F , µ) to [0,∞]such that as n→ ∞, fn(x) ↑ f(x) and gn(x) ↑ f(x) for all x ∈ Ω. Then

lim
n→∞

∫
fndµ = lim

n→∞

∫
gndµ

Proof. FixN ∈ N and 0 < ρ < 1. It will now be shown that

lim
n→∞

∫
fndµ ≥ ρ

∫
gNdµ. (13.4.2)

Suppose that gN has the representation gN ≡
∑k

i=1 diIB1 . Let Dn = {x ∈ Ω : fn(x) ≥ ρgN (x)} , n ≥ 1.
Since fn(x) ↑ f(x) for all x,Dn ↑ D ≡ {x : f(x) ≥ ρgN (x)}. Also since gN (x) ≤ f(x) and 0 < ρ <
1, D = Ω. Now writing fn = fnIDn + fnIDc

n
, it follows from the previous theorem that

∫
fndµ ≥

∫
fnIDndµ ≥ ρ

∫
gNIDndµ

= ρ

k∑
i=1

diµ (Bi ∩Dn) . (13.4.3)

By the m.c.f.b. property, for each i ∈ N, µ (Bi ∩Dn) ↑ µ (Bi ∩ Ω) = µ (Bi) as n → ∞. Since the sequence{∫
fndµ

}
n≥1

is non-decreasing, taking limits in (13.4.3), we get (13.4.2). Next, letting ρ ↑ 1 yields

lim
n→∞

∫
fndµ ≥

∫
gNdµ

for each N ∈ N and hence,

lim
n→∞

∫
fndµ ≥

∫
gndµ.

By symmetry, we get the desired result.

We should make a remark of an alternative definition of the integral of a non-negative measurable function
which is given as follows.∫

fdµ = sup

{∫
gdµ : g non-negative and simple, g ≤ f

}
.

This definition is equivalent to (13.4.1) (verify). Also it needs to be mentioned that the properties of linearity,
monotonicity and non-negativity are valid for the integrals of non-negative measurable functions as well.
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Theorem 13.4.6. (The monotone convergence theorem or MCT). Let {fn}n≥1 and f be non-negative mea-
surable functions on (Ω,F , µ) such that fn ↑ f a.e. (µ). Then∫

fdµ = lim
n→∞

∫
fndµ

Proof. Let {gn}n≥1 be a sequence of non-negative simple functions on (Ω,F , µ) such that gn(x) ↑ f(x)
for all x. By hypothesis, there exists a set A ∈ F such that µ (Ac) = 0 and for x in A, fn(x) ↑ f(x).
Fix k ∈ N and 0 < ρ < 1. Let Dn = {x : x ∈ A, fn(x) ≥ ρgk(x)} , n ≥ 1. Then, Dn ↑ D ≡
{x : x ∈ A, f(x) ≥ ρgk(x)}. Since gk(x) ≤ f(x) for all x, it follows that D = A. Now, by the non-
negativity of the integral of non-negative measurable functions, we get∫

fndµ ≥
∫
fnIDndµ ≥ ρ

∫
gkIDndµ for all n ≥ 1.

By m.c.f.b.,
∫
gkIDndµ ↑

∫
gkIAdµ =

∫
gkdµ as n→ ∞, yielding

lim inf
n→∞

∫
fndµ ≥ ρ

∫
gkdµ,

for all 0 < ρ < 1 and all k ∈ N. Letting ρ ↑ 1 first and then k ↑ ∞, from the definition of integral of
non-negative measurable function, one gets

lim inf
n→∞

∫
fndµ ≥

∫
fdµ.

By monotonicity, ∫
fndµ ≤

∫
fdµ for all n ≥ 1

and the proof is done.

Corollary 13.4.7. Let {hn}n≥1 be a sequence of non-negative measurable functions on a measure space
(Ω,F , µ). Then ∫ ( ∞∑

n=1

hn

)
dµ =

∞∑
n=1

∫
hndµ.

Proof. Let fn =

n∑
i=1

hi, n ≥ 1, and let f =
∑∞

i=1 hi. Then, 0 ≤ fn ↑ f . By the MCT,

∫
fndµ ↑

∫
fdµ

But by linearity of integrals, ∫
fndµ =

n∑
i=1

∫
hidµ.

Hence, the result follows.

Corollary 13.4.8. Let f be a non-negative measurable function on a measurable space (Ω,F , µ). For A ∈ F ,
let

ν(A) ≡
∫
fIAdµ.

Then, ν is a measure on (Ω,F).
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Proof. Let {An}n≥1 be a sequence of disjoint sets in F . Let hn = fIAn for n ≥ 1. Then by the preceding
result,

ν

⋃
n≥1

An

 =

∫
fI[

⋃
n≥1 An]dµ =

∫
f ·

[ ∞∑
n=1

IAn

]
dµ

=

∫ [ ∞∑
n=1

hn

]
dµ =

∞∑
n=1

∫
hndµ =

∞∑
n=1

ν (An) .

Theorem 13.4.9. (Fatou’s lemma). Let {fn}n≥1 be a sequence of non-negative measurable functions on
(Ω,F , µ). Then

lim inf
n→∞

∫
fndµ ≥

∫
lim inf
n→∞

fndµ.

Proof. Let gn(x) = inf{fj(x) : j ≥ n}. Then {gn}n≥1 is a sequence of non-negative, non-decreasing
measurable functions on (Ω,F , µ) such that gn(x) ↑ g(x) ≡ lim inf

n→∞
fn(x). By MCT,

∫
gndµ ↑

∫
gdµ.

But by monotonicity, ∫
fndµ ≥

∫
gndµ

for each n ≥ 1 and hence the result follows.

Definition 13.4.10. (The integral of a measurable function). Let f be a real valued measurable function on a
measure space (Ω,F , µ). Let f+ = fIf≥0 and f− = −fIf<0. The integral of f with respect to µ, denoted
by
∫
fdµ, is defined as ∫

fdµ =

∫
f+dµ−

∫
f−dµ,

provided that at least one of the integrals on the right side is finite.

It is to be noted that both f+ and f− are non-negative measurable functions and f = f+ − f− and
|f | = f+ + f−. Finally we are in a position to define integrable functions.

Definition 13.4.11. A measurable function f on a measure space (Ω,F , µ) is said to be integrable with respect

to µ if
∫

|f |dµ <∞.

Since |f | = f+ + f−, it follows that f is integrable if and only if both f+ and f− are integrable, that

is,
∫
f+dµ <∞ and

∫
f−dµ <∞. Finally, if A ⊂ F , then the integral of f over A with respect to µ is

denoted by
∫
A
fdµ and is defined by ∫

A
fdµ =

∫
fIAdµ

provided the right side is well defined. We shall conclude this unit with this definition. In the next unit, we
shall explore further properties related to integrals.
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Few Probable Questions

1. Show that the integral of non-negative measurable functions satisfies linearity.

2. State and prove Monotone Convergence theorem.

3. State and prove Fatou’s lemma.

4. Define integrable function. Let f and g be two integrable functions such that f = g a.e. (µ). Can we

say whether
∫
fdµ =

∫
gdµ.
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Unit 14

Course Structure

• More on Convergence

14.1 Introduction

In the previous unit, we defined the integration of a measurable function starting with the simple functions
and developing using non-negative measurable functions. It is imperative that the definition of integral that
we defined in the previous unit satisfies the property of linearity, monotonicity, etc. and is a routine exercise.
In this unit, we shall explore further properties of integral such as the convergence theorems.

Objectives

After reading this unit, you will be able to

• discuss additional properties of integrals

• learn various definitions of convergence in measure spaces and explore their properties

14.2 Further properties related to Integration

Theorem 14.2.1. Let f be a measurable function on (Ω,F , µ) and let f be non-negative a.e. (µ). Then∫
fdµ = 0 iff f = 0 a.e. (µ).

Proof. If f = 0 a.e. (µ), then the result is trivially true (verify!). For the converse part, let D = {ω : f(ω) >
0} and Dn =

{
ω : f(ω) > 1

n

}
, n ≥ 1. Then D =

⋃
n≥1Dn. Since f ≥ fIDn a.e. (µ),

0 =

∫
fdµ ≥

∫
fIDndµ ≥ 1

n
µ (Dn) ⇒ µ (Dn) = 0 for each n ≥ 1.

Also Dn ↑ D and so by m.c.f.b.,
µ(D) = lim

n→∞
µ (Dn) = 0.

Hence, the result follows.
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Theorem 14.2.2. If f is integrable over a measure space (Ω,F , µ), then |f | <∞ a.e. (µ).

Proof. Let Cn = {x : |f(x)| > n}, n ≥ 1 and let C = {x : |f(x)| = ∞}. Then Cn ↓ C and∫
|f |dµ ≥

∫
|f |ICndµ ≥ nµ(Cn)

which implies that µ(Cn) ≤
∫
|f |dµ
n

. Since
∫

|f |dµ <∞, lim
n→∞

µ(Cn) = 0. Hence, by m.c.f.a, µ(C) =

lim
n→∞

µ(Cn) = 0.

We are now in a position to prove the extended dominated convergence theorem.

Theorem 14.2.3. (The extended dominated convergence theorem or EDCT). Let (Ω,F , µ) be a measure space
and let fn, gn : Ω → R be ⟨F ,R⟩-measurable functions such that |fn| ≤ gn a.e. (µ) for all n ≥ 1. Suppose
that

(i) gn → g a.e. (µ) and fn → f a.e. (µ);

(ii) gn, g are integrable and
∫
|gn| dµ→

∫
|g|dµ as n→ ∞.

Then, f is integrable and

lim
n→∞

∫
fndµ =

∫
fdµ and lim

n→∞

∫
|fn − f | dµ = 0.

Proof. By Fatou’s lemma,∫
|f |dµ ≤ lim inf

n→∞

∫
|fn| dµ ≤ lim inf

n→∞

∫
|gn| dµ =

∫
|g|dµ <∞.

Hence, f is integrable. For proving the second part, let hn = fn + gn and γn = gn − fn, n ≥ 1. Then {hn}
and {γn} are sequences of non-negative integrable functions. By Fatou’s lemma and (ii),∫

(f + g)dµ =

∫
lim inf
n→∞

hndµ

≤ lim inf
n→∞

∫
hndµ

= lim inf
n→∞

[∫
gndµ+

∫
fndµ

]
=

∫
gdµ+ lim inf

n→∞

∫
fndµ.

Similarly, ∫
(g − f)dµ ≤

∫
gdµ− lim sup

n→∞

∫
fndµ.

By the linearity of integrals we have from the above two equations,∫
fdµ ≤ lim inf

n→∞

∫
fndµ

lim sup
n→∞

∫
fndµ ≤

∫
fdµ,

which yields

lim
n→∞

∫
fndµ =

∫
fdµ.

For the last part, one should apply the above argument to fn and gn replaced by |f − fn| and gn + |f |
respectively.
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Corollary 14.2.4. (Lebesgue’s dominated convergence theorem, or DCT). If |fn| ≤ g a.e. (µ) for all n ≥
1,
∫
gdµ <∞ and fn → f a.e. (µ), then f is integrable and

lim
n→∞

∫
fndµ =

∫
fdµ and lim

n→∞

∫
|fn − f | dµ = 0.

Corollary 14.2.5. (The bounded convergence theorem, or BCT). Let µ(Ω) <∞. If there exist a 0 < k <∞
such that |fn| ≤ k a.e. (µ) and fn → f a.e. (µ), then

lim
n→∞

∫
fndµ =

∫
fdµ and lim

n→∞

∫
|fn − f | dµ = 0.

Proof. Take g(ω) ≡ k for all ω ∈ Ω in the previous corollary.

Exercise 14.2.6. If f is integrable, check whether |f | <∞ a.e. (µ).

14.3 More properties related to Convergence

Let {fn}n≥1 and f be measurable functions from a measure space (Ω,F , µ) to [0,∞]. Let us define the notion
of convergence on the measure space.

Definition 14.3.1. {fn}n≥1 is said to converge pointwise to f if

lim
n→∞

fn(x) = f(x), ∀x ∈ Ω.

Definition 14.3.2. {fn}n≥1 is said to converge to f almost everywhere (µ), denoted by fn → f a.e. (µ), if
there exists a set B ∈ F such that µ(B) = 0 and

lim
n→∞

fn(x) = f(x), ∀x ∈ Bc.

Let us consider some more notions of convergence.

Definition 14.3.3. {fn}n≥1 is said to converge to f in measure (w.r.t. µ) denoted by fn
m−→ f if for each

ϵ > 0,
lim
n→∞

µ ({|fn − f | > ϵ}) = 0.

Definition 14.3.4. {fn}n≥1 is said to converge to f uniformly over Ω if

lim
n→∞

sup{|fn(x)− f(x)| : x ∈ Ω} = 0.

Definition 14.3.5. {fn}n≥1 is said to converge to f nearly uniformly (µ) if for every ϵ > 0, there exists a set
A ∈ F such that µ(A) < ϵ and fn → f uniformly on Ac, fn → f uniformly , that is,

sup{|fn(x)− f(x)| : x ∈ Ac} → 0

as n→ ∞.

Theorem 14.3.6. Suppose that µ(Ω) <∞. Then fn → f a.e. (µ) implies fn
m−→ f .

Proof. Left as an exercise.

Theorem 14.3.7. Let fn
m−→ f . Then there exists a subsequence {nk} such that fnk

m−→ f a.e. (µ).
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Proof. Since fn
m−→ f , for each integer k ≥ 1, there exists an nk such that for all n ≥ nk,

µ
(
{|fn − f | > 2−k}

)
< 2−k. (14.3.1)

Without any loss of generality assume that nk+1 > nk for all k ≥ 1. Let Ak = {|fn − f | > 2−k}. Then by
corollary 13.4.7, ∫ ( ∞∑

k=1

IAk

)
dµ =

∞∑
k=1

∫
IAk

dµ =

∞∑
k=1

µ(Ak),

which is finite by (14.3.1). Hence, by theorem 14.2.2,
∞∑
k=1

IAk
<∞ a.e. (µ). We observe that

∞∑
k=1

IAk
(x) <∞ ⇒ |fnk

(x)− f(x)| ≤ 2−k

for all large k which implies that
lim
k→∞

fnk
(x) = f(x).

Hence the result.

Theorem 14.3.8. (Scheffe’s theorem). Let {fn}, f be a collection of nonnegative measurable functions on a

measure space (Ω,F , µ). Let fn → f a.e. (µ),
∫
fndµ→

∫
fdµ and

∫
fdµ <∞. Then

lim
n→∞

∫
|fn − f |dµ = 0.

Proof. Let gn = f − fn, n ≥ 1. Since fn → f a.e. (µ), both g+n and g−n converge to zero a.e. (µ). Further,

0 ≤ g+n ≤ f and by hypothesis
∫
fdµ <∞. Thus, by the dominated convergence theorem, it follows that

∫
g+n dµ→ 0.

Next, by hypothesis we note that
∫
gndµ→ 0. Thus,

∫
g−n dµ =

∫
g+n dµ−

∫
gndµ→ 0

and hence ∫
|gn|dµ =

∫
g+n dµ+

∫
g−n dµ.

Theorem 14.3.9. Let f be integrable over the measure space (Ω,F , µ). Then for every ϵ > 0, there exists a

δ > 0 such that µ(A) < δ ⇒
∫
A
|f |dµ < ϵ.
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Proof. Fix a number ϵ > 0. By dominated convergence theorem, there exists a t > 0 such that
∫
{|f |>t}

|f |dµ < ϵ/2.

Hence, for any A ∈ F with µ(A) ≤ δ =
ϵ

2t
,∫

A
|f |dµ ≤

∫
A∩{|f |>t}

|f |dµ+

∫
{|f |>t}

|f |dµ

≤ tµ(A) +

∫
{|f |>t}

|f |dµ

≤ ϵ.

Hence the theorem.

Few Probable Questions

1. State and prove the extended dominated convergence theorem.

2. Define convergence in measure. If µ(Ω) <∞ that show that fn → f a.e. (µ) implies fn
m−→ f .

3. State and prove Scheffe’s theorem.
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Unit 15

Course Structure

• Lp-Spaces, Dual spaces, Banach and Hilbert spaces

15.1 Introduction

Lp spaces are the special spaces of measurable functions over a given measure space (Ω,F , µ). Let us start
with the definition of Lp space. Let 0 < p <∞. Then

Lp(Ω,F , µ) = {f : |f |p is integrable with respect to µ}

=

{
f :

∫
|f |pdµ <∞

}
.

Also, we can define

L∞(Ω,F , µ) = {f : µ({|f | > K}) = 0 for some K ∈ (0,∞)} .

For the sake of simplicity, if the underlying measure space is specified, we will only use the notation Lp. We
will check upon the properties of Lp spaces in details.

Objectives

After reading this unit, you will be able to

• define Lp spaces and develop it into a complete metric space

• define dual space of Lp

15.2 Lp Spaces

Unless otherwise specified, we will take the measure space to be (Ω,F , µ). We start with the following
theorem.

Theorem 15.2.1. Let f, g ∈ L1. Then
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1.
∫

(αf + βg)dµ = α

∫
fdµ+ β

∫
gdµ for any α, β ∈ R;

2. f ≥ g a.e. (µ) implies
∫
fdµ ≥

∫
gdµ;

3. f = g a.e. (µ) implies
∫
fdµ =

∫
gdµ.

The following result will show that Lp is a vector space over R for general 0 < p ≤ ∞.

Theorem 15.2.2. For every 0 < p ≤ ∞,

f, g ∈ Lp ⇒ af + bg ∈ Lp, for a, b ∈ R.

Let us define the following for convergence in Lp space.

Definition 15.2.3. Let 1 ≤ p <∞. Then {fn} converges to f in Lp, denoted by fn
Lp

−→ f , if
∫

|fn|pdµ <∞

for all n ≥ 1,
∫

|f |pdµ <∞ and

lim
n→∞

∫
|fn − f |pdµ = 0.

Clearly, the above is equivalent to ∥fn − f∥p → 0 as n → ∞, where, for any F measurable function g and
any 1 ≤ p <∞,

∥g∥p =
(∫

|g|pdµ
)min{ 1

p
,1}
.

For p = 1, this is also called convergence in absolute deviation and for p = 2, convergence in mean square.
Further, {fn} converges to f in L∞ if

lim
n→∞

∥fn − f∥∞ = 0,

where for any F measurable function g on (Ω,F , µ),

∥g∥∞ = inf{K : K ∈ (0,∞), µ({|g| > K}) = 0}.

Theorem 15.2.4. Let {fn}, f be measurable functions on a measure space (Ω,F , µ). Let fn
Lp

−→ f for some
1 ≤ p <∞. Then fn

m−→ f .

Proof. For each ϵ > 0, let An = {|fn − f | ≥ ϵ}, n ≥ 1. Then∫
|fn − f |pdµ ≥

∫
An

|fn − f |pdµ ≥ ϵpµ(An).

Since fn → f in Lp,
∫

|fn − f |pdµ→ 0 and hence µ(An) → 0.

We are familiar with the idea of metric spaces and the distance function in a metric space. Let us first define
the norm function in Lp.

Definition 15.2.5. Let f ∈ Lp, where 0 < p <∞. Then

∥f∥p =
(∫

|f |pdµ
)min{ 1

p
,1}

and for p = ∞,
∥f∥∞ = sup{k : µ({|f | > k}) > 0}

which is called the essential supremum of f .
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Theorem 15.2.6. For f, g ∈ Lp, 0 < p ≤ ∞, let

dp(f, g) = ∥f − g∥p.

Then for any f, g, h ∈ Lp, 1 ≤ p ≤ ∞,

1. dp(f, g) = dp(g, f) ≥ 0;

2. dp(f, h) ≤ dp(f, g) + dp(g, h).

However, dp(f, g) = 0 implies only that f = g a.e. (µ). Thus, the above theorem says that the function
dp satisfies two conditions for being a metric. Also, it will satisfy the last condition of being a metric if we
additionally define the following.

Definition 15.2.7. For f, g ∈ Lp, f is called equivalent to g and is written as f ∼ g if f = g a.e. (µ).

It is easy to verify that the relation ‘∼’ s an equivalence relation. Thus, it partitions Lp into disjoint
equivalence classes such that in each class all elements are equivalent. The notion of distance between these
classes may be defined as follows:

dp([f ], [g]) = dp(f, g),

where [f ] and [g] denote, respectively, the equivalence classes of functions containing f and g. It can be
verified that this is a metric on the set of equivalence classes. In what follows, the equivalence class [f ] is
identified with the element f . With this identification, (Lp, dp) becomes a metric space for 1 ≤ p ≤ ∞.

However, for 0 < p < 1, if we define

dp(f, g) =

∫
|f − g|pdµ,

then (Lp, dp) becomes a metric space.

15.2.1 Some Useful Results

Now let us state certain useful results that will be useful in the sequel.

Theorem 15.2.8. (Markov’s inequality). Let f be a nonnegative measurable function on a measure space
(Ω,F , µ). Then for any 0 < t <∞,

µ({f ≥ t}) ≤
∫
fdµ

t
.

Definition 15.2.9. A function ϕ : (a, b) → R is called convex if for all 0 ≤ λ ≤ 1, a < x ≤ y < b,

ϕ(λx+ (1− λ)y) ≤ ϕ(x) + (1− λ)ϕ(y).

Geometrically, this means that for the graph of y = ϕ(x) on (a, b), for each fixed t ∈ (0,∞), the chord
over the interval (x, x+ t) turns in the counterclockwise direction as x increases.

More precisely, the following result holds.

Theorem 15.2.10. Let ϕ : (a, b) → R. Then ϕ is convex if and only if a < x1 < x2 < x3 < b,

ϕ(x2)− ϕ(x1)

x2 − x1
≤ ϕ(x3)− ϕ(x2)

x3 − x2
,

which is equivalent to
ϕ(x2)− ϕ(x1)

x2 − x1
≤ ϕ(x3)− ϕ(x1)

x3 − x1
≤ ϕ(x3)− ϕ(x2

x3 − x2
.
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Let us state the following properties of a convex function which can be deduced from the above theorem.

Theorem 15.2.11. Let ϕ : (a, b) → R be convex. Then

1. For each x ∈ (a, b),

ϕ′+(x) = lim
y↓x

ϕ(y)− ϕ(x)

y − x
, ϕ′−(x) = lim

y↑x

ϕ(y)− ϕ(x)

y − x

exist and are finite.

2. Further, ϕ′−(·) ≤ ϕ′+(·) and both are nondecreasing on (a, b).

3. ϕ′(·) exists except on the countable set of discontinuity points of ϕ′+ and ϕ′− .

4. For any a < c < d < b, ϕ is Lipschitz on [c, d], that is, here exists a constant K <∞ such that

|ϕ(x)− ϕ(y)| ≤ K|x− y|

for all c ≤ x, y ≤ d.

5. For any a < c, x < b,

ϕ(x)− ϕ(c) ≥ ϕ′+(c)(x− c) and ϕ(x)− ϕ(c) ≥ ϕ′−(c)(x− c).

Theorem 15.2.12. (Holder’s inequality). Let (Ω,F , µ) be a measure space. Let 1 < p < ∞, f ∈ Lp and
g ∈ Lq, where q =

p

p− 1
. Then

∫
|fg|dµ ≤

(∫
|f |pdµ

) 1
p
(∫

|g|qdµ
) 1

q

,

that is,
∥fg∥1 ≤ ∥f∥p∥g∥q.

If ∥fg∥1 ̸= 0, then the inequality in the first equation above holds if and only if |f |p = c|g|q a.e. (µ) for some
constant c ∈ (0,∞).

For p = 1 or q = ∞, we have the following.

∥fg∥1 =
∫

|fg|dµ ≤ ∥f∥1∥g∥∞.

If equality holds, then |f |(∥g∥∞ − |g|) = 0 a.e. (µ) and hence |g| = ∥g∥∞ on the set {|f | > 0} a.e. (µ).

Corollary 15.2.13. (Cauchy-Schwarz inequality). Let f, g ∈ L2. Then∫
|fg|dµ ≤

(∫
|f |2dµ

) 1
2
(∫

|g|2dµ
) 1

2

,

that is,
∥fg∥1 ≤ ∥f∥2∥g∥2.

As an application of Holder’s inequality, one can get the following.
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Theorem 15.2.14. (Minkowski’s inequality). Let 1 < p <∞ and f, g ∈ Lp. Then(∫
|f + g|pdµ

) 1
p

≤
(∫

|f |pdµ
) 1

p

+

(∫
|g|pdµ

) 1
p

that is,
∥f + g∥p ≤ ∥f∥p + ∥g∥p.

Now let us discuss the properties of Lp spaces in details. Recall that a metric space (X, d) is complete
when every Cauchy sequence in (X, d) converges to an element in X . In what follows, we will show that Lp

forms a complete metric space with respect to the metric defined.

Theorem 15.2.15. For 0 < p <∞, (Lp, dp) is complete.

Proof. Step I:Let {fn} be a Cauchy sequence in Lp for 0 < p < ∞. Let {ϵk} and {δk} be sequences of
positive numbers decreasing to zero. Since {fn} is Cauchy, for each k ≥ 1, there exists an integer nk such
that ∫

|fn − fm|pdµ ≤ ϵk, ∀n,m ≥ nk. (15.2.1)

Without any loss of generality, let us assume that nk+1 > nk for each k ≥ 1. Then by Markov’s inequality

µ({|fnk+1
− fnk

| ≥ δk}) ≤ δ−p
k

∫
|fnk+1

− fnk
|pdµ ≤ δ−p

k ϵk. (15.2.2)

Let Ak = {|fnk+1
− fnk

| ≥ δk}, k = 1, 2, . . . and A = lim sup
k→∞

Ak =
∞⋂
j=1

⋃
k≥j

Ak. If {ϵk} and {δk} satisfy

∞∑
k=1

δ−p
k ϵk <∞, (15.2.3)

then by equation (15.2.2),
∞∑
k=1

µ(Ak) <∞ and hence µ(A) = 0.

Note that for x ∈ Ac, |fnk+1
(x) − fnk

(x)| < δk for all large k. Thus, if
∞∑
k=1

δk <∞, then for x ∈ Ac,

{fnk
(x)} is a Cauchy sequence in R and hence, it converges to some f(x) in R. Setting f(x) = 0 for x ∈ A

one gets
lim
k→∞

fnk
= f a.e. (µ).

A choice of {ϵk} and {δk} such that
∞∑
k=1

δk <∞ and (15.2.3) holds is given by ϵ = 2−(p+1)k and δk = 2−k.

Step II: By Fatou’s lemma, Step I, and equation (15.2.1), for any fixed k ≥ 1,

ϵk ≥ lim inf
j→∞

|fnk
− fnk+j

|pdµ ≥
∫

|fnk
− f |pdµ.

Since fnk
∈ Lp, this shows that f ∈ Lp. Now letting k → ∞, lim

k→∞
dp(fnk

, f) = 0.

Step III: By triangle inequality, for any fixed k ≥ 1,

dp(fn, f) ≤ dp(fn, fnk
) + dp(fnk

, f).
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By equation (15.2.1) and Step II, for n ≥ nk, the right hand side of the above equation is ≤ 2ϵ, where

ϵ =

{
ϵk, 0 < p < 1

ϵ
1/p
k , 1 ≤ p <∞.

Now, letting k → ∞, we get, lim
n→∞

dp(fn, f) = 0.

Exercise 15.2.16. Prove that L∞ is a complete space.

15.3 Dual Spaces

Let 1 ≤ p <∞. Let g ∈ Lq(µ), where q = p
(p−1) if 1 < p <∞ and q = ∞ if p = 1. Let

Tg(f) =

∫
fgdµ, f ∈ Lp(µ). (15.3.1)

By Holder’s inequality,
∫
|fg|dµ <∞ and so Tg(·) is well defined. Clearly Tg is linear, i.e.,

Tg (α1f1 + α2f2) = α1Tg (f1) + α2Tg (f2) (15.3.2)

for all α1, α2 ∈ R and f1, f2 ∈ Lp(µ).

Definition 15.3.1. 1. A function T : Lp(µ) → R that satisfies (15.3.2) is called a linear functional.

2. A linear functional T on Lp(µ) is called bounded if there is a constant c ∈ (0,∞) such that

|T (f)| ≤ c∥f∥p for all f ∈ Lp(µ).

3. The norm of a bounded linear functional T on Lp(µ) is defined as

∥T∥ = sup {|Tf | : f ∈ Lp(µ), ∥f∥p = 1} .

By Holder’s inequality,
|Tg(f)| ≤ ∥g∥q∥f∥p for all f ∈ Lp(µ),

and hence, Tg is a bounded linear functional on Lp(µ). This implies that if dp (fn, f) → 0, then

|Tg (fn)− Tg(f)| ≤ ∥g∥qdp (fn, f) → 0,

i.e., Tg is continuous on the metric space (Lp(µ), dp).

Definition 15.3.2. The set of all continuous linear functionals on Lp is called the dual space of Lp and is
denoted by (Lp)∗.

Theorem 15.3.3. (Riesz representation theorem). Let 1 ≤ p <∞. Let T : Lp → R be linear and continuous.
Then, there exists a g in Lq such that T = Tg, that is,

T (f) = Tg(f) =

∫
fgdµ for all f ∈ Lp (15.3.3)

where q =
p

p− 1
for 1 < p <∞ and q = ∞ if p = 1.

Such a representation is not valid for p = ∞, that is, there exist continuous linear functionals T on L∞ for

which there is no g ∈ L1 such that T (f) =
∫
fgdµ for all f ∈ L∞.
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Few Probable Questions

1. Establish a metric function on Lp with proper justifications.

2. Show that Lp is a complete space.
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Unit 16

Course Structure

• Product of two measure spaces. Fubini’s theorem.

16.1 Introduction

In this unit, we will probe the question as to whether there is a natural way to define measure on the product
of two sets Ω1 and Ω2 which reflects the structure of the original measure space.

Objectives

After reading this unit, you will be able to

• define product of measure spaces and learn related results

• state and prove the Fubini’s theorem

16.2 Product of two measure spaces

Let us start with the following definition.

Definition 16.2.1. Let (Ω1,F1) and (Ω2,F2) be two measurable spaces. The set A × B with A ∈ F1 and
B ∈ F2 is called a measurable rectangle. The collection of measurable rectangles will be denoted by C. The
product σ-algebra of F1 and F2 on Ω1 × Ω2, denoted by F1 × F2 is the smallest σ-algebra generated by C,
i.e.,

F1 ×F2 = σ⟨{A×B : A ∈ F1, B ∈ F2}⟩.

(Ω1 × Ω2,F1 ×F2) is called the product measurable space.

Now, if µ1 and µ2 are measures defined on the measurable spaces (Ω1,F1) and (Ω2,F2) respectively, then
we can define the a new function µ on C as follows.

µ(A×B) = µ1(A) · µ2(B)
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for all A ∈ F1 and B ∈ F2. One can extend it to a measure on the algebra A of all finite unions of disjoint
measurable rectangles simply by assigning the µ-measure of a finite union of disjoint measurable rectangles
as the sum of the µ-measures of the corresponding individual measurable rectangles. Then, by the extension
theorem, it can be further extended to a complete measure on a σ-algebra containing F1 × F2 as defined in
the above definition. However, if A ∈ F1 × F2 is not a measurable rectangle, then we need some further
approach to evaluate µ(A).

Exercise 16.2.2. Let (Ω1,F1, µ) and (Ω1,F1, ν) are two measure spaces. Define outer measure τ∗ on Ω =
Ω1 × Ω2 as follows

τ∗(E) = inf


∞∑
j=1

µ(Aj)ν(Bj) : Aj ∈ F1, Bj ∈ F2 j ∈ N and E ⊂
∞⋃
j=1

Aj ×Bj

 ,

for every E ⊆ Ω. Show that τ∗ as defined above is an outer measure on Ω.

Definition 16.2.3. Let A ∈ F1 ×F2. Then, for any x1 ∈ Ω1, the set

A1x1 = {x2 ∈ Ω2 : (x1, x2) ∈ A} (16.2.1)

is called the x1-section of A and for any x2 ∈ Ω2, the set A2x2 = {x1 ∈ Ω1 : (x1, x2) ∈ A} is called the
x2-section of A.

If f : Ω1 × Ω2 → Ω3 is a ⟨F1 × F2,F3⟩ measurable mapping from Ω1 × Ω2 into some measurable space
(Ω3,F3), then the x1-section of f is the function f1x1 : Ω2 → Ω3, given by

f1x1(x2) = f(x1, x2), x2 ∈ Ω2. (16.2.2)

The x2-sections of f can be similarly defined.

Theorem 16.2.4. Let (Ω1 × Ω2,F1 ×F2) be a product space, A ∈ F1 ×F2 and let f : Ω1 × Ω2 → Ω3 be a
⟨F1 ×F2,F3⟩-measurable function.

1. For every x1 ∈ Ω1, A1x1 ∈ F2 and for every x2 ∈ Ω2, A2x2 ∈ F1.

2. For every x1 ∈ Ω1, f1x1 is ⟨F2,F3⟩-measurable and for every x2 ∈ Ω2, f2x2 is ⟨F1,F3⟩-measurable.

Proof. Let x1 ∈ Ω1 be fixed. We define a function g : Ω2 → Ω1 as follows.

g(x2) = (x1, x2), x2 ∈ Ω2.

Note that for any measurable rectangle A = A1 ×A2 ∈ F1 ×F2,

A1x1 =

{
A2, if x1 ∈ A1

∅, if x1 /∈ A1

and hence g−1(A1 × A2) ∈ F2. Since the class of all measurable rectangles generates F1 × F2, for fixed
x1 ∈ Ω1, g is ⟨F1,F1 × F2⟩-measurable. Therefore, for A ∈ F1 × F2, A1x1 = g−1(A) ∈ F2 and for f as
given, f1x1 = f ◦ g is ⟨F2,F3⟩-measurable. This proves 1 and 2 for x1-sections. Similar proof follows for
x2-sections.
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Next we suppose that µ1 and µ2 are measures on (Ω1,F1) and (Ω2,F2) respectively. Then for any set
A ∈ F1 × F2, for all x1 ∈ Ω1, A1x1 ∈ F2 and hence µ2(A1x1) is well defined. If it were an F1-measurable
function, then one might have defined a set function on F1 ×F2 by

µ12(A) =

∫
Ω1

µ2(A1x1µ1dx1. (16.2.3)

Similarly, reversing the order of µ1 and µ2, we may define the set function

µ21(A) =

∫
Ω2

µ1(A2x2µ2dx2. (16.2.4)

provided that µ1(A2x2) is F2-measurable. Also, it should be noted that for the measurable rectangles A =
A1 × A2, µ12(A) = µ1(A1)µ2(A2) = µ21(A) and thus both µ12 and µ21 coincide with the product measure
µ on the class C of all measurable rectangles. This implies that if the product measure µ is unique on F1×F2,
and µ12 and µ21 are measures on F1 × F2, then they must be equal to µ on F1 × F2. Then one can evaluate
µ(A) for any set A ∈ F1 ×F2 using the equations (16.2.3) and (16.2.4).

Theorem 16.2.5. Let (Ω1,F1, µ1) and (Ω2,F2, µ2) be σ-finite measure spaces. Then

1. for all A ∈ F1 ×F2, the functions µ2(A1x1) and µ1(A2x2) are respectively F1 and F2-measurable.

2. The functions µ12 and µ21 as given in (16.2.3) and (16.2.4), are measures on F1 × F2 satisfying
µ12(A) = µ21(A) for all A ∈ F1 ×F2.

3. Further, µ12 = µ21 = µ is σ-finite and it is the only measure satisfying

µ(A1 ×A2) = µ1(A1)µ2(A2) for all A1 ×A2 ∈ C.

Proof. First let us assume that µ1 and µ2 are finite measures. Also, let

S = {A ∈ F1 ×F2 : µ2(A1x1) is a ⟨F1,B(R)⟩ − measurable function}.

For A = Ω1 × Ω2, µ2(A1x1) = µ2(Ω2) for all x1 ∈ Ω1 and hence Ω1 × Ω2 ∈ S. Next, let A,B ∈ S with
A ⊂ B. Then we can check that

(A \B)1x1 = A1x1 \B1x1 .

Since µ2 is finite and A,B ∈ S so

µ2((A \B)1x1) = µ2(A1x1 \B1x1) = µ2(A1x1)− µ2(B1x1)

is ⟨F1,B(R)⟩-measurable. Thus, A \ B ∈ S. Finally, let {Bn} be a monotonically increasing sequence of
sets in S. Then, for any x1 ∈ Ω1, (Bn)1x1 ⊂ (Bn+1)1x1 for all n ≥ 1. Thus, by MCT,

∞ > µ2

⋃
n≥1

Bn

 = µ2

⋃
n≥1

(Bn)1x1

 = lim
n→∞

µ2((Bn)1x1)

for all x1 ∈ Ω1. This implies that µ2

⋃
n≥1

Bn

 is ⟨F1,B(R)⟩-measurable and hence, bigcupn≥1Bn ∈ S.

Thus, S is a λ-system. Now, for A = A1 × A2 ∈ C, µ2(A1x1) = µ2(A2)IA1(x1) and hence C ⊂ S . Since C
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is a π-system, it follows that S = F1 × F2. Thus, µ2(A1x1), considered as a function of x1, is ⟨F1,B(R)⟩-
measurable for all A ∈ F1 ×F2. This proves 1.

Next, we prove part 2. By 1, µ12 is a well-defined set function on F1 × F2. It is easy to check that
µ12 is a well-defined measure on F1 × F2. Similarly, µ21 is a well-defined measure on F1 × F2. Since
µ12(A) = µ21(A) = µ1(A1)µ2(A2) for all A = A1 × A2 ∈ C and C is a π-system generating F1 × F2, it
follows that µ12(A) = µ21(A) for all A ∈ F1 ×F2. Thus, 2 is proved for finite µ1(Ω1) and µ2(Ω2).

Next let us assume that µi’s are σ-finite. Then there exist disjoint sets {Bin}n≥1 in Fi such that
⋃
n≥1

Bin = Ωi

and µi(Bin) <∞ for all n ≥ 1, i = 1, 2. We define finite measures

µin(D) = µi(D ∩Bin), D ∈ Fi,

for n ≥ 1, i = 1, 2. The above arguments replacing µi by µin implies the ⟨F1,B(R)⟩-measurability of
µ2n(A1x1) for any A ∈ F1 ×F2, n ≥ 1. Since µ2 is a measure on F2,

µ2(A1x1) =

∞∑
n=1

µ2n(Ax1)

and hence, considered as a function of x1, it is ⟨F1,B(R)⟩-measurable for all A ∈ F1 × F2. Thus, the set
function µ12 of (16.2.3) is well-defined and σ-finite as well. We can say the same for µ21 of (16.2.4). Now, let
µ
(m,n)
12 and µ(m,n)

21 denote the set functions defined by (16.2.3) and (16.2.4) respectively with µ1 and µ2 being
replaced by µ1m and µ2m, for m ≥ 1, n ≥ 1. By repeated use of the MCT,

µ12(A) =

∫
Ω1

µ2(A1x1)µ1dx1

=
∞∑

m=1

(∫
B1m

∞∑
n=1

µ2(A1x1 ∩B2n)

)
µ1dx1

=

∞∑
m=1

∞∑
n=1

∫
B1m

µ2(A1x1 ∩B2n)µ1dx1

=
∞∑

m=1

∞∑
n=1

µ
(m,n)
12 (A), A ∈ F1 ×F2 (16.2.5)

and similarly,

µ21(A) =
∞∑
n=1

∞∑
m=1

µ
(m,n)
21 (A), A ∈ F1 ×F2. (16.2.6)

Since µ(m,n)
12 and µ(m,n)

21 are finite measures, it is easy to check that µ12 and µ21 are measures on F1 × F2.
Also, by the finite case,

µ
(m,n)
12 (A1 ×A2) = µ

(m,n)
21 (A1 ×A2) for all n ≥ 1, m ≥ 1

and hence
µ12(A1 ×A2) = µ21(A1 ×A2) for all A1 ×A2C.

Next {B1m ×B2n : m ≥ 1, n ≥ 1} is a partition of Ω1 × Ω2 by F1 × F2 sets and by (16.2.5) and (16.2.6),
for all m ≥ 1, n ≥ 1,

µ12(B1m ×B2n) = µ1(B1m)µ2(B2n) = µ21(B1m ×B2n) <∞.

Hence, µ12 and µ21 are σ-finite on F1 ×F2. Since µ12 and µ21 are equal on C and C is a π-system generating
the product σ-algebra, it follows that µ12 = µ21 on F1 × F2 and it is the unique measure satisfying µ(A1 ×
A2) = µ1(A1)µ2(A2) for all A1 ×A2 ∈ C. This completes the proof.
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Definition 16.2.6. The unique measure µ on F1 ×F2 in the above theorem is called the product measure and
is denoted by µ1 × µ2. The measure space (Ω1 ×Ω2,F1 ×F2, µ1 × µ2) is called the product measure space.

16.3 Fubini-Tonelli theorems

Let f : Ω1 × Ω2 → R be a ⟨F1 ×F2,B(R)⟩-measurable function. Equations (16.2.3) and (16.2.4) suggest
that the integral of f w.r.t. µ1 × µ2 may be evaluated as iterated integrals, using the formulas∫

Ω1×Ω2

f (x1, x2)µ1 × µ2 (d (x1, x2)) =

∫
Ω2

[∫
Ω1

f (x1, x2)µ1 (dx1)

]
µ2 (dx2) (16.3.1)

and ∫
Ω1×Ω2

f (x1, x2)µ1 × µ2 (d (x1, x2)) =

∫
Ω1

[∫
Ω2

f (x1, x2)µ2 (dx2)

]
µ1 (dx1) . (16.3.2)

Here, the left sides of both (16.3.1) and (16.3.2) are simply the integral of f on the space Ω = Ω1 × Ω2 w.r.t.
the measure µ = µ1 × µ2. The expressions on the right sides of (16.3.1) and (16.3.2) are, however, iterated
integrals, where integrals of sections of f are evaluated first and then the resulting sectional integrals are
integrated again to get the final expression. Conditions for the validity of (16.3.1) and (16.3.2) are provided
by the Fubini-Tonelli theorems stated below.

Theorem 16.3.1. (Tonelli’s theorem). Let (Ωi,Fi, µi) , i = 1, 2 be σ-finite measure spaces and let f : Ω1 ×
Ω2 → R+be a nonnegative ⟨F1 ×F2⟩-measurable function. If R = [−∞,∞], then

g1 (x1) ≡
∫
Ω2

f (x1, x2)µ2 (dx2) : Ω1 → R is
〈
F1,B(R)

〉
-measurable (16.3.3)

and

g2 (x2) ≡
∫
Ω1

f (x1, x2)µ1 (dx1) : Ω2 → R is
〈
F2,B(R)

〉
-measurable. (16.3.4)

Further ∫
Ω1×Ω2

fdµ =

∫
Ω1

g1dµ1 =

∫
Ω2

g2dµ2 (16.3.5)

where µ = µ1 × µ2.

Proof. If f = IA for some A in F1 × F2, the result follows from the previous theorem. By the linearity
of integrals, the result now holds for all simple nonnegative functions f . For a general nonnegative function
f , there exist a sequence {fn}n≥1 of nonnegative simple functions such that fn (x1, x2) ↑ f (x1, x2) for all

(x1, x2) ∈ Ω1×Ω2. Write g1n (x1) =
∫
Ω1

fn (x1, x2)µ2 (dx2). Then, g1n is F1-measurable for all n ≥ 1, g1n

’s are nondecreasing, and by the MCT,

g1 (x1) ≡
∫
Ω1

f (x1, x2)µ2 (dx2)

= lim
n→∞

∫
fn (x1, x2)µ2 (dx2)

= lim
n→∞

g1n (x1) (16.3.6)
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for all x1 ∈ Ω1. Thus, g1 is
〈
F1,B(R)

〉
-measurable. Since (16.3.5) holds for simple functions,

∫
fndµ =∫

g1ndµ1 for all n ≥ 1. Hence, by repeated applications of the MCT, it follows that

∫
fdµ = lim

n→∞

∫
fndµ

= lim
n→∞

∫
g1ndµ1

=

∫ (
lim
n→∞

g1n

)
dµ1

=

∫
g1dµ1.

The proofs of (16.3.4) and the second equality in (16.3.5) are similar.

Theorem 16.3.2. (Fubini’s theorem). Let (Ωi,Fi, µi) , i = 1, 2 be σ-finite measure spaces and let f ∈
L1 (Ω1 × Ω2,F1 ×F2, µ1 × µ2). Then there exist sets Bi ∈ Fi, i = 1, 2 such that

1. µi (Ωi\Bi) = 0 for i = 1, 2,

2. for x1 ∈ B1, f (x1, ·) ∈ L1 (Ω2,F2, µ2), the function

g1(x1) =

{∫
Ω2
f(x1, x2)µ2dx2 for x1 ∈ B1

0, for x1 ∈ Bc
1

is F1-measurable and ∫
Ω1

g1dµ1 =

∫
Ω1×Ω2

fd(µ1 × µ2), (16.3.7)

3. for x2 ∈ B2, f(·, x2) ∈ L1(Ω1,F1, µ1), the function

g2(x2) =

{∫
Ω1
f(x1, x2)µ1dx1 for x2 ∈ B2

0, for x2 ∈ Bc
2

is F2-measurable and ∫
Ω2

g2dµ2 =

∫
Ω1×Ω2

fd(µ1 × µ2). (16.3.8)

Proof. By Tonelli’s theorem∫
Ω1×Ω2

|f |d (µ1 × µ2) =

∫
Ω1

(∫
Ω2

|f (x1, x2)|µ2 (dx2)
)
µ1 (dx1) .

So
∫
Ω1×Ω2

|f |d (µ1 × µ2) <∞ implies that µ1 (Bc
1) = 0 where B1 = {x1 :

∫
|f (x1, ·)| dµ2 <∞

}
. Also,

by Tonelli’s theorem

g11 (x1) ≡
∫
Ω2

f+ (x1, ·) dµ2 and g12 (x1) ≡
∫
Ω2

f− (x1, ·) dµ2
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are both F1-measurable and∫
Ω1

g11dµ1 =

∫
Ω1×Ω2

f+d (µ1 × µ2) ,

∫
Ω1

g12dµ1 =

∫
Ω1×Ω2

f−d (µ1 × µ2) . (16.3.9)

Since g1 defined in 2 can be written as g1 = (g11 − g12) IB1 , g1 is F1 measurable. Also,∫
Ω1

|g1| dµ1 ≤
∫
Ω1

g11dµ1 +

∫
Ω1

g12dµ1

=

∫
Ω1×Ω2

f+d (µ1 × µ2) +

∫
Ω1×Ω2

f−d (µ1 × µ2)

<∞.

Further, as
∫
Ω1×Ω2

|f |dµ1 × µ2 < ∞, by (16.3.9), g11 and g12 ∈ L1 (Ω1,F1, µ1). Noting that µ1 (Bc
1) = 0,

one gets ∫
Ω1

g1dµ1 =

∫
Ω1

(g11 − g12) IB1dµ1

=

∫
Ω1

g11IB1dµ1 −
∫
Ω1

g12IB1dµ1

=

∫
Ω1

g11dµ1 −
∫
Ω1

g12dµ1

which, by (16.3.9), equals
∫
Ω1×Ω2

f+d(µ1 × µ2)−
∫
Ω1×Ω2

f−d(µ1 × µ2) =

∫
Ω1×Ω2

fd(µ1 × µ2). Thus, 2

is established as well as 1 for i = 1. Similarly, we can prove 1 for i = 2 as well as 3.

Few Probable Questions

1. Define product measure. Show that it is unique.

2. State and prove Tonelli’s theorem.

3. State and prove Fubini’s theorem.
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Unit 17

Course Structure

• Decomposition and Differentiations: Radon-Nikodym theorem

17.1 Introduction

This unit deals mainly with the Radon-Nikodym theorem and its implications. The Radon–Nikodym theorem
essentially states that, under certain conditions, any measure ν can be expressed in this way with respect to
another measure µ on the same space. The theorem is named after Johann Radon, who proved the theorem for
the special case where the underlying space is Rn in 1913; and Otto Nikodym who proved the general case in
1930.

Objectives

After reading this unit, you will be able to

• define absolute continuity of measure

• define singular measure

• state Radon-Nikodym theorem and define Radon-Nikodym derivative along with its various properties

17.2 Differentiation

Let us start with the definition below.

Definition 17.2.1. Let (Ω,F) be a measurable space and let µ and ν be two measures on (Ω,F). The measure
µ is said to be dominated by ν or absolutely continuous with respect to ν, written as µ≪ ν if

ν(A) = 0 ⇒ µ(A) = 0 for all A ∈ F .
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Example 17.2.2. Let f be a non-negative measurable function on a measure space (Ω,F , ν). Let

µ(A) =

∫
A
fdν for all A ∈ F .

Then, µ is a measure on (Ω,F) and ν(A) = 0 ⇒ µ(A) = 0 for all A ∈ F and hence µ≪ ν.

The Radon-Nikodym theorem is a sort of converse to the above example. It says that if µ and ν are σ-finite
measures on a measurable space (Ω,F) and if µ ≪ ν, then there is a non-negative measurable function f on
(Ω,F) such that

µ(A) =

∫
A
fdν for all A ∈ F .

Definition 17.2.3. Let (Ω,F) be a measurable space and let µ and ν be two measures on (Ω,F). Then µ is
called singular w.r.t. ν, written as µ ⊥ ν if there exists a set B ∈ F such that

µ(B) = 0 and ν(Bc) = 0.

It should be noted that µ singular with respect to ν implies hat ν is singular with respect to µ. Thus, the
property of being singular is symmetric. However, the property of being absolutely continuous is not. It
should also be noted that if µ ⊥ ν and B is a set satisfying the singularity condition as given in the above
definition, then for all A ∈ F ,

µ(A) = µ(A ∩Bc) and ν(A) = ν(A ∩B). (17.2.1)

Example 17.2.4. Let µ be the Lebesgue measure restricted to (−∞, 0], that is,

µ(A) = the Lebesgue measure of A ∩ (−∞, 0];

and another measure ν is defined as follows

ν(A) =

∫
A∩(0,∞)

e−x dx.

Then µ((0,∞)) = 0 and ν((−∞, 0]) = 0 and the singularity condition holds with B = (−∞, 0].

Suppose that µ and ν are are two finite measures on a measurable space (Ω,F). Then H. Lebesgue showed
that µ can be decomposed as a sum of two measures, i.e.,

µ = µa + µs

where µa ≪ ν and µs ⊥ ν.

Theorem 17.2.5. Let (Ω,F) be a measurable space and let µ1 and µ2 be two σ-finite measures on (Ω,F).

1. (The Lebesgue decomposition theorem). The measure µ1 can be uniquely decomposed as

µ1 = µ1a + µ1s (17.2.2)

where µ1a and µ1s are σ-finite measures on (Ω,F) such that µ1a ≪ µ1s and µ1s ⊥ µ2.

2. (The Radon-Nikodym theorem). There exists a non-negative measurable function h on (Ω,F) such that

µ1a(A) =

∫
A
hdµ2 for all A ∈ F . (17.2.3)

147



Proof.Case 1: Suppose that µ1 and µ2 are finite measures. Let µ be the measure µ = µ1 +µ2 and let H = L2.
Define a linear function T on H by

T (f) =

∫
fdµ1. (17.2.4)

Then, by the Cauchy-Schwarz inequality applied to the functions f and g ≡ 1,

|T (f)| ≤
(∫

f2dµ1

) 1
2

(µ1(Ω))
1
2

≤
(∫

f2dµ

) 1
2

(µ1(Ω))
1
2 .

This shows that T is a bounded linear functional on H with ∥T∥ ≤ M ≡ (µ1(Ω))
1
2 . By the Riesz

representation theorem, there exists a g ∈ L2 such that

T (f) =

∫
fgdµ (17.2.5)

for all f ∈ L2. Let f = IA for A ∈ F . Then equations (17.2.4) and (17.2.5) give

µ1(A) = T (IA) =

∫
A
gdµ.

But, 0 ≤ µ1(A) ≤ µ(A) for all A ∈ F . Hence the function g in L2 satisfies

0 ≤
∫
A
gdµ ≤ µ(A) for all A ∈ F . (17.2.6)

Let A1 = {0 ≤ g < 1}, A2 = {g = 1}, A3 = {g /∈ [0, 1]}. Then equation (17.2.6) implies that
µ(A3) = 0. Now we define measures µ1a and µ1s as follows.

µ1a(A) = µ1(A ∩A1), µ1s(A) = µ1(A ∩A2), A ∈ F . (17.2.7)

Next we show that µ1a ≪ µ2 and µ1s ⊥ µ2. By equations (17.2.4) and (17.2.5), for all f ∈ H ,∫
fdµ1 =

∫
gdµ =

∫
fgdµ1 +

∫
fgdµ2

⇒
∫
f(1− g)dµ1 =

∫
fgdµ2. (17.2.8)

Setting f = IA2 yields
0 = µ2(A2).

From equation (17.2.7), since µ1s(Ac
2) = 0, it follows that µ1s ⊥ µ2. Now, fix n ≥ 1 and A ∈ F . Let

f = IA∩A1(1 + g + . . .+ gn−1). Then (17.2.8) implies that∫
A∩A1

(1− gn)dµ1 =

∫
A∩A1

g(1 + g + . . .+ gn−1)dµ2.

Now, letting n→ ∞ and using the MCT on both sides yield

µ1a(A) =

∫
A
IA1

g

1− g
dµ2. (17.2.9)

Setting h ≡ g

1− g
IA1 completes the proof of (17.2.2) and (17.2.3).
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Case 2: Suppose that µ1 and µ2 are σ-finite measures. Then there exists a countable partition {Dn} ⊂ F of Ω
such that µ1(Dn) and µ2(Dn) are both finite for all n ≥ 1. Let

µ
(n)
1 (·) = µ1(· ∩Dn) and µ

(n)
2 (·) = µ2(· ∩Dn).

Then applying Case 1 to µ(n)1 and µ(n)2 for each n ≥ 1, one gets measures µ(n)1a , µ
(n)
1s and a function hn

such that
µ
(n)
1 (·) = µ

(n)
1a (·) + µ

(n)
1s (·), (17.2.10)

where, for A ∈ F ,

µ
(n)
1a (A) =

∫
A
hndµ

(n)
2 =

∫
A
hnIDndµ2

and µ(n)1s ⊥ µ
(n)
2 . Since µ1(·) =

∞∑
n=1

µ
(n)
1 (·), it follows from (17.2.10) that

µ1(·) = µ1a(·) + µ1s(·) (17.2.11)

where µ1a(A) =
∞∑
n=1

µ
(n)
1a (A) and µ1s(·) =

∞∑
n=1

µ
(n)
1s (·). By MCT,

µ1a(A) =

∫
A
hdµ2, A ∈ F ,

where h =
∞∑
n=1

hnIDn .

Clearly, µ1a ≪ µ2. The verification of the singularity of µ1s and µ2 is left as an exercise.

It remains to prove the uniqueness of the decomposition. Let

µ1 = µa + µs = µ′a + µ′s

be two decompositions of µ1 where µa and µ′a are absolutely continuous with respect to µ2 and µs and
µ′s are singular with respect to µ2. By definition, there exist sets B and B′ in F such that

µ2(B) = 0, µ2(B
′) = 0, and µs(B

c) = 0, µ′s(B
′c) = 0.

Let D = B ∪ B′. Then µ2(D) = 0 and µs(Dc) ≤ µs(B
c) = 0. Similarly, µ′s(D

c) ≤ µ′s(B
′c) = 0.

Also, µ2(D) = 0 implies µa(D) = 0 = µ′a(D). Thus, for any A ∈ F ,

µa(A) = µa(A ∩Dc) and µ′a(A) = µ′a(A ∩Dc).

Also

µs(A ∩Dc) ≤ µs(A ∩Bc) = 0.

µ′s(A ∩Dc) ≤ µ′s(A ∩B′c) = 0.

Thus, µ(A∩Dc) = µa(A∩Dc)+µs(A∩Dc) = µa(A) and µ(A∩Dc) = µ′a(A∩Dc)+µ′s(A∩Dc) =
µ′a(A ∩Dc) = µ′a(A). Hence, µa(A) = µ(A ∩Dc) = µ′a(A) for every A ∈ F . That is, µa = µ′a and
hence µs = µ′s.
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The σ-finiteness in the above theorem can’t be dropped. For example, let µ be the Lebesgue measure and ν
be the counting measure on [0, 1]. Then µ≪ ν but there does not exist a non-negative F-measurable function

h such that µ(A) =
∫
A
hdν (Check!).

Definition 17.2.6. Let µ and ν be measures on a measurable space (Ω,F) and let h be a non-negative mea-
surable function such that

µ(A) =

∫
A
hdν for all A ∈ F .

Then h is called the Radon-Nikodym derivative of µ w.r.t. ν and is written as

dµ

dν
= h.

If µ(Ω) <∞, and there exist two non-negative F-measurable functions h1 and h2 such that

µ(A) =

∫
A
h1dν =

∫
A
h2dν

for all A ∈ F , then h1 = h2 a.e. (ν) and thus the Radon-Nikodym derivative is unique upto equivalence a.e.
(ν). This also extends to the case when µ is σ-finite.

Theorem 17.2.7. Let ν, µ, µ1, µ2, . . . be σ-finite measures on a measurable space (Ω,F).

1. If µ1 ≪ µ2 and µ2 ≪ µ3, then µ1 ≪ µ3 and

dµ1
dµ3

=
dµ1
dµ2

dµ2
dµ3

a.e. (µ3).

2. Suppose that µ1 and µ2 are dominated by µ3. Then for any α, β ≥ 0, αµ1 + βµ2 is dominated by µ3
and

d(αµ1 + βµ2)

dµ3
= α

dµ1
dµ3

+ β
dµ2
dµ3

a.e. (µ3).

3. If µ≪ ν and
dµ

dν
> 0 a.e. (ν), then ν ≪ µ and

dν

dµ
=

(
dµ

dν

)−1

a.e. (µ).

4. Let {µn} be a sequence of measures and {αn} be a sequence of positive real numbers, that is, αn > 0

for all n ≥ 1. Define µ =
∞∑
n=1

αnµn.

(a) Then, µ≪ ν iff µn ≪ ν for each n ≥ 1 and in this case,

dµ

dν
=

∞∑
n=1

αn
dµn
dν

a.e. (ν).

(b) µ ⊥ ν iff µn ⊥ ν for all n ≥ 1.

Few Probable Questions

1. State and prove he Lebesgue decomposition theorem.

2. State and prove the Radon-Nikodym theorem.
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Unit 18

Course Structure

• Signed and Complex measures

18.1 Introduction

A signed measure on a measurable space is a set function which has all the properties of a measure, except
that of non-negativity. There are two slightly different concepts of a signed measure, depending on whether
or not one allows it to take infinite values. Signed measures are usually only allowed to take finite real values,
while some textbooks allow them to take infinite values. For example, if µ and ν are measures on (Ω,F), then
λ = αµ + βν where α, β ≥ 0 is a measure on (Ω,F). However, if α = 1, β = −1, then λ may tale both
positive as well as negative values. However, the situation can be serious when µ(E) = +∞ = ν(E). This
situation allows us to introduce the concept of signed measures.

Objectives

After reading this unit, you will be able to

• grasp the idea of signed measures and show that every finite signed measure can be expressed as the
difference of two finite measures;

• define positive and negative sets with respect to a finite signed measure;

• state and prove Hahn decomposition theorem;

• define complex measure.

18.2 Signed Measures

Let µ1 and µ2 be two finite measures on a measurable space (Ω,F). Let

ν(A) = µ1(A)− µ2(A), for all A ∈ F . (18.2.1)

Then ν : F → R∗ = [−∞,+∞] satisfies the following:
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1. ν(∅) = 0;

2. For any {An} ⊂ F with Ai ∩Aj = ∅ for i ̸= j, and
∞∑
i=1

|ν(Ai)| <∞

ν(A) =
∞∑
i=1

ν(Ai). (18.2.2)

3. Let

∥ν∥ = sup


∞∑
i=1

|ν(Ai)| : {An} ⊂ F , Ai ∩Aj = ∅ for i ̸= j,
⋃
n≥1

An = Ω

 . (18.2.3)

Then ∥ν∥ is finite.

Note that 3 holds because ∥ν∥ ≤ µ1(Ω) + µ2(Ω) <∞.

Definition 18.2.1. A set function ν : F → R∗ satisfying 1, 2 and 3 above is called a finite signed measure.

It will be shown below that every finite signed measure can be expressed as the difference of two finite
measures.

Theorem 18.2.2. Let ν be a finite signed measure on (Ω,F). Let

|ν|(A) = sup


∞∑
i=1

|ν(Ai)| : {An} ⊂ F , Ai ∩Aj = ∅ for i ̸= j,
⋃
n≥1

An = A

 . (18.2.4)

Then |ν| is a finite measure on (Ω,F).

Proof. From 3 of the definition, it follows that |ν(Ω)| < ∞. Thus it is enough to verify that |ν| is countably
additive. Let {An} be a countable family of disjoint sets in F . Let A =

⋃
n≥1

An. By the definition of |ν|, for

all ϵ > 0 and n ∈ N, there exists a countable family {Anj} of disjoint sets in F with An =
⋃
j≥1

Anj such that

∞∑
j=1

|ν(Anj )| > |ν|(An)−
ϵ

2n
. Hence,

∞∑
n=1

∞∑
j=1

|ν(Anj )| >
∞∑
n=1

|ν|(An)− ϵ.

Note that {Anj} is a countable family of disjoint sets in F such that A =
⋃
n≥1

An =
⋃
n≥

⋃
j≥1

Anj . It follows

from the definition of |ν| that

|ν|(A) ≥
∞∑
n=1

∞∑
j=1

|ν(Anj )| >
∞∑
n=1

|ν|(An)− ϵ.

Since this is true for for all ϵ > 0, it follows that

|ν|(A) ≥
∞∑
n=1

|ν|(An). (18.2.5)
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To get the opposite inequality, let {Bj} be a countable family of disjoint sets in F such that
⋃
j≥1

Bj = A =
⋃
n≥1

An.

Since Bj = Bj ∩A =
⋃
j≥1

(Bj ∩An) and ν satisfies (18.2.2)

ν(Bj) =
∞∑
n=1

ν(Bj ∩An) for all j ≥ 1.

Thus,

∞∑
j=1

|ν(Bj)| ≤
∞∑
j=1

∞∑
n=1

|ν(Bj ∩An)|

=

∞∑
n=1

∞∑
j=1

|ν(Bj ∩An)|. (18.2.6)

Note that for eachAn, {Bj∩An}j≥1 is a countable family of disjoint sets in F such thatAn =
⋃
j≥1

(Bj ∩An).

Hence, from equation (18.2.4), it follows that |ν|(An) ≥
∑
j=1

|ν(Bj ∩An)| and hence,
∞∑
n=1

|ν|(An) ≥
∞∑
n=1

∞∑
j=1

|ν(Bj ∩An)|. From (18.2.6), it follows that
∞∑
n=1

|ν|(An) ≥
∞∑
j=1

|ν(Bj)|. This being true for every such family

{Bj}, it follows that from (18.2.4) that

|ν|(An) ≤
∞∑
i=1

|ν|(Ai) (18.2.7)

and with (18.2.5), this completes the proof.

Definition 18.2.3. The measure |ν| defined by (18.2.4) is called the total variation measure or absolute mea-
sure of the signed measure ν.

Next, define the set functions

ν+ =
|ν|+ ν

2
, ν− =

|ν| − ν

2
. (18.2.8)

It can also be verified that both ν+ and ν− are finite measures on (Ω,F).

Definition 18.2.4. The measures ν+ and ν− are called the positive and negative variation measures of the
signed measure ν, respectively.

It follows from (18.2.8) that
ν = ν+ − ν−. (18.2.9)

Thus every finite signed measure ν on (Ω,F) s the difference of two finite measures, as claimed earlier.
Note that both ν+ and ν− are dominated by |ν| and all three measures are finite. By the Radon-Nikodym

theorem, there exist functions h1 and h2 in L1(Ω,F , |ν|) such that

dν+

d|ν|
= h1, and

dν−

d|ν|
= h2. (18.2.10)
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This and (18.2.9) imply that for any A ∈ F ,

ν(A) =

∫
A
h1d|ν| −

∫
A
h2d|ν| =

∫
A
hd|ν|, (18.2.11)

where h = h1 − h2. Thus every finite signed measure ν on (Ω,F) can be expressed as

ν(A) =

∫
A
fdµ, A ∈ F (18.2.12)

for some finite measure µ on (Ω,F) and some f ∈ L1(Ω,F , µ).
Conversely, it is easy to verify that a set function ν defined in (18.2.12) for some finite measure µ on (Ω,F)

and some f ∈ L1(Ω,F , µ) is a finite signed measure. This leads to the following result.

Theorem 18.2.5. 1. A set function ν on a measurable space (Ω,F) is a finite signed measure iff there
exist two finite measures µ1 and µ2 on (Ω,F) such that ν = µ1 − µ2.

2. A set function ν on a measurable space (Ω,F) is a finite signed measure if there exists a finite measure
µ on (Ω,F) and some f ∈ L1(Ω,F , µ) such that for all A ∈ F ,

ν(A) =

∫
A
fdµ.

Definition 18.2.6. Let ν be a finite signed measure on a measurable space on (Ω,F). A set A ∈ F is called
a positive set for ν if for any B ⊂ A, B ∈ F , ν(B) ≥ 0. A set A ∈ F is called a negative set for ν if for any
B ⊂ A, B ∈ F , ν(B) ≤ 0. A is a null set if it is both positive as well as negative with respect to ν.

Remark 18.2.7. If ν is a finite signed measure on (Ω,F), then −ν is also so. We have the following.

1. If a set is positive with respect to ν, then it is negative with respect to −ν;

2. If a set is negative with respect to ν, then it is positive with respect to −ν;

3. If a set is null with respect to ν, then it is so with respect to −ν;

4. for α ∈ R, αν is a finite signed measure.

Exercise 18.2.8. 1. Show that the countable union of sets, positive with respect to ν, is also a positive set.

2. Show that the countable union of sets, negative with respect to ν, is also a negative set.

3. Show that the countable union of null sets, is also a null set.

Theorem 18.2.9. Let (Ω,F) be a measurable space and E ∈ F with 0 < ν(E) < +∞. Then there exists a
positive set A ⊂ E such that ν(A) > 0.

Proof. If E is a positive set with respect to ν, then E does not contain any negative set and in that case, we
have A = E, which is our desired set.

Otherwise, let E contains a set negative with respect to ν-measure. Let n1 be the least positive integer such

that there is a set E1 ⊂ E with ν(E1) < − 1

n1
. If E \ E1 is not a positive set, then let n2 be the least positive

integer so that there is a set E2 ⊂ E \ E1 with ν(E2) < − 1

n2
. Continuing this process inductively, we can
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find a least positive integer nk so that there is a set Ek ⊂ E \
k−1⋃
i=1

Ei such that ν(Ek) < − 1

nk
. If this process

does not stop, we take A = E \
∞⋃
i=1

Ei. Then E = A ∪

( ∞⋃
i=1

Ei

)
. The sets A and {Ei} are disjoint. Hence

we have

ν(E) = ν(A) +

∞∑
i=1

ν(Ei).

Since 0 < ν(E) < +∞, the series
∞∑
i=1

ν(Ei) converges absolutely. Hence,
∞∑
i=1

ν(Ei) > −∞. Hence,

−∞ <
∞∑
i=1

ν(Ei) < −
∞∑
i=1

1

ni

⇒
∞∑
i=1

1

ni
< +∞.

In particular, lim
i→∞

ni = +∞ and ni > 1 for i ≥ i0. We show that A is a positive set with respect to ν.

Given ϵ > 0, we have (ni − 1)−1 < ϵ for large value of i. As A = E \
∞⋃
i=1

Ei, then A has no subset with

ν-measure less that −(ni − 1)−1 which is greater than −ϵ. Since ϵ is arbitrary, then A has no subset with
negative ν-measure. Hence, A is a positive set with respect to ν.

Theorem 18.2.10. (Hahn Decomposition theorem). Let ν be a signed measure on a measurable space (Ω,F).
Then there is a positive set A and a negative set B such that Ω = A ∪B and A ∩B = ∅.

Proof. We note that ν can not take both values +∞ and −∞. Without any loss of generality, we may assume
that +∞ is the infinite value omitted by ν, that is, ν(E) < +∞ for all E ∈ F (otherwise we take −ν, the
result for −ν implying the result for ν). Let λ = sup{ν(A) : A is a positive set with respect to ν}. Since
empty set is positive, hence λ ≥ 0. Then there is a sequence {An} of positive sets such that λ = lim

n→∞
ν(An).

Write A =
∞⋃
n=1

An. Since each An is a positive set and a countable union of positive sets is positive, hence A

is a positive set. Then
ν(A) ≤ λ. (18.2.13)

Since A \An ⊂ A for each n, hence ν(A \An) ≥ 0 for each n. Now as A = (A \An) ∪An, hence

ν(A) = ν(A \An) + ν(An) ≥ ν(An) ∀n.

Hence
ν(A) ≥ λ. (18.2.14)

Combining (18.2.13) and (18.2.14), ν(A) = λ, 0 ≤ λ < ∞. Thus, we see that the value of λ is attained by
positive set, namely A.

Now let B = Ac. Suppose E is a positive subset of B. Since E and A are both positive sets, E ∪A is also
positive, then

λ ≥ ν(E ∪A) = ν(E) + ν(A) = ν(E) + λ.

This implies that ν(E) = 0 since 0 ≤ λ < ∞. Hence, B contains no positive subsets of positive ν-measure.
Hence B is a negative set with the desired property.
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Definition 18.2.11. Let ν be a signed measure on the measurable space (Ω,F). A decomposition of Ω into
two disjoint sets A and B such that A is positive and B is negative with respect to ν is called the Hahn
decomposition of Ω with respect to ν. We use {A,B} as a notation for Hahn decomposition of Ω. We
sometimes use the notation for A+ and A− respectively in the Hahn decomposition with respect to ν.

Note 18.2.12. Hahn Decomposition need not be unique. Let Ω = {a, b, c} and F = P(Ω), the power set of
Ω and ν = δa − δb where δa and δb are defined as follows.

δa(E) =

{
1, a ∈ E

0, a /∈ E
, δb(E) =

{
1, b ∈ E

0, b /∈ E

Consider A = {a} and B = {b, c}. Then A ∩B = ∅ and A ∪B = Ω. Also,

ν(A) = δa(A)− δb(A) = 1− 0 = 1.

Then ν(A) ≥ 0. Also
ν(B) = δa(B)− δb(B) = −1.

ν({b}) = −1 and ν({c}) = 0. Thus, ν(B) ≤ 0.
Again, if we take A1 = {a, c} and B1 = {b} then Ω = A1 ∪ B1 and A1 ∩ B1 = ∅. Then A1 is a positive

set and B1 is negative. Hence both {A,B} and {A1, B1} are Hahn decompositions of Ω with respect to ν.

18.3 Complex Measures

Complex measures are defined analogously to signed measures, except that they are only permitted to take
finite complex values.

Definition 18.3.1. Let (Ω,F) be a measurable space. A complex measure ν on Ω is a function ν : F → C
satisfying the following.

1. ν(∅) = 0;

2. If {An} is a disjoint collection of measurable sets, then

ν

( ∞⋃
n=1

An

)
=

∞∑
n=1

ν(An).

There is an analogous Radon-Nikodym theorems for complex measures.

Theorem 18.3.2. (Lebesgue-Radon-Nikodym theorem). Let ν be a complex measure and µ be a σ-finite
measure on a measurable space (Ω,F). Then there exist unique complex measures νa, νs such that

ν = νa + νs, where νa ≪ µ and νs ⊥ µ.

Moreover, there exists an integrable function f : Ω → C, uniquely defined up to µ a.e. equivalence, such that

νa(A) =

∫
A
fdµ

for every A ∈ F .
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Few Probable Questions

1. Define absolute measure of a signed measure ν. Show that it satisfies all the properties of a measure.

2. State and prove Hahn decomposition theorem.

3. Define Hahn decomposition of a set Ω. Is it unique? Justify your answer.

4. Show that a set function ν on a measurable space (Ω,F) is a finite signed measure iff there exist two
finite measures µ1 and µ2 on (Ω,F) such that ν = µ1 − µ2.
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Unit 19

Course Structure

• Differentiation on absolute Continuity, Lebesgue differentiation Theorem

19.1 Absolutely continuous functions on R

Definition 19.1.1. A function f : R → R is absolutely continuous (a.c.) if for all ϵ > 0, there exists δ > 0
such that if Ij = [aj , bj ], j = 1, 2, . . . , k (k ∈ N) are disjoint and

n∑
j=1

(bj − aj) < δ, then
n∑

j=1

|f(bj)− f(aj)| < ϵ.

By the mean value theorem, it follows that if f is differentiable and f ′ is bounded, then f is a.c. Also, f is
a.c. implies it is uniformly continuous.

Definition 19.1.2. A function f : [a, b] → R is absolutely continuous if the function F , defined by

F (x) =


f(x), if a ≤ x ≤ b

f(a), if x < a

f(a), if x > b

,

is absolutely continuous.

Example 19.1.3. The functions f(x) = x is a.c. on R. Any polynomial is a.c. on any bounded interval but
not necessarily on all of R. For example, f(x) = x2 is a.c. on any bounded interval but not a.c. on R, since it
is not uniformly continuous on R.

The following theorem is known as the fundamental theorem of Lebesgue integral calculus.

Theorem 19.1.4. A function f : [a, b] → R is absolutely continuous iff there is a function F : [a, b] → R
such that F is Lebesgue measurable and integrable w.r.t. m and such that

f(x) = f(a) +

∫
[a,x]

Fdm (19.1.1)

for all a ≤ x ≤ b, where m is the Lebesgue measure.
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Proof. First let (19.1.1) holds. Since
∫
[a,b]

|F |dm <∞, for any ϵ > 0, there exists a δ > 0 such that

m(A) < δ ⇒
∫
A
|F |dm < ϵ. (19.1.2)

Thus, if Ij = (aj , bj) ⊂ [a, b], j = 1, 2, . . . , k are such that
k∑

j=1

(bj − aj) < δ, then

k∑
j=1

|f(bj)− f(aj)| ≤
∫
∪k
j=1Ij

|F |dm < ϵ,

since

m

 k⋃
j=1

Ij

 ≤
k∑

j=1

(bj − aj) < δ

and (19.1.2) holds. Thus, f is a.c.
Converse part is left as exercise.

The expression (19.1.1) of an absolutely continuous f can be strengthened as follows:

Theorem 19.1.5. Let f : R → R satisfy (19.1.1). Then f is differentiable a.e. (m) and f ′ = F a.e. (m).

Now, we recall that a measure µ on (Rk,B(Rk)) is a Radon measure if µ(A) <∞ for every bounded Borel
set A. In the following, we define the differential of a Radon measure on (Rk,B(Rk)).

Definition 19.1.6. A measure µ on (Rk,B(Rk)) is differentiable at x ∈ Rk with derivative µ′(x) if for any
ϵ > 0, there is a δ > 0 such that ∣∣∣∣ µ(A)m(A)

− µ′(x)

∣∣∣∣ < ϵ

for every open ball A such that x ∈ A and diam(A) < δ (diam(A) = sup{∥x− y∥ : x, y ∈ A}.

Theorem 19.1.7. Let µ be a Radon measure on (Rk,B(Rk)). Then

1. µ is differentiable a.e. (m), µ′ is Lebesgue measurable and greater equal to 0 a.e. (m) and for all
bounded Borel sets A ∈ B(Rk, ∫

A
µ′dm ≤ µ(A).

2. Let µa(A) =
∫
A
µ′dm, A ∈ B(Rk. Let µs be the unique measure on B(Rk such that for all bounded

Borel sets A,
µs(A) = µ(A)− µa(A).

Then
µs ⊥ m and µ′ = 0 a.e. (m).
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Unit 20

Course Structure

• Functions of Bounded variations, Riesz representation Theorem.

20.1 Functions of Bounded variations

Definition 20.1.1. Let f : [a, b] → R, where −∞ < a < b <∞. Then for any partitionQ = {a = x0, x1, . . . , xn = b},
where x0 < x1 < . . . < xn for n ∈ N, the positive, negative and total variations of f with respect to Q are
respectively defined as

P (f,Q) ≡
n∑

i=1

(f (xi)− f (xi−1))
+

N(f,Q) ≡
n∑

i=1

(f (xi)− f (xi−1))
−

T (f,Q) ≡
n∑

i=1

|f (xi)− f (xi−1)| .

It is easy to verify that

(i) if f is non-decreasing, then

P (f,Q) = T (f,Q) = f(b)− f(a) and N(f,Q) = 0

(ii) for any f ,
P (f,Q) +N(f,Q) = T (f,Q).

Definition 20.1.2. Let f = [a, b] → R, where −∞ < a < b <∞. The positive, negative and total variations
of f over [a, b] are respectively defined as

P (f, [a, b]) ≡ sup
Q
P (f,Q)

N(f, [a, b]) ≡ sup
Q
N(f,Q)

T (f, [a, b]) ≡ sup
Q
T (f,Q),
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where the supremum in each case is taken over all finite partitions Q of [a, b].

Definition 20.1.3. Let f : [a, b] → R, where −∞ < a < b < ∞. Then, f is said to be of bounded variation
on [a, b] if T (f, [a, b]) <∞. The set of all such functions is denoted by BV [a, b].

As noted earlier, if f is non-decreasing, then T (f,Q) = f(b) − f(a) for each Q and hence T (f, [a, b]) =
f(b) − f(a). It follows that if f = f1 − f2, where both f1 and f2 are non-decreasing, then f ∈ BV [a, b]. A
natural question is whether the converse is true. The answer is yes, as shown by the following result.

Theorem 20.1.4. Let f ∈ BV [a, b]. Let f1(x) = P (f, [a, x]) and f2(x) = N(f, [a, x]). Then f1 and f2 are
nondecreasing in [a, b] and for all a ≤ x ≤ b,

f(x) = f1(x)− f2(x).

Proof. From the definition, it follows that f1 and f2 are nondecreasing. Then

f(b)− f(a) = P (f, [a, b])−N(f, [a, b]),

as this can be applied to [a, x] for a ≤ x < b. For each finite partition Q of [a, b],

f(b)− f(a) =

n∑
i=1

(f(xi)− f(xi−1))

= P (f,Q)−N(f,Q).

Thus, P (f,Q) = f(b)− f(a) +N(f,Q). By taking supremum over all finite partitions Q, it follows that

P (f, [a, b]) = f(b)− f(a) +N(f, [a, b]).

If f ∈ BV [a, b], this yields f(b)− f(a) = P (f, [a, b])−N(f, [a, b]).

Remark 20.1.5. Since T (f,Q) = P (f,Q) + N(f,Q) = 2P (f,Q) − (f(b) − f(a)), it follows that if
f ∈ BV [a, b], then

T (f, [a, b]) = 2P (f, [a, b])− (f(b)− f(a))

= P (f, [a, b]) +N(f, [a, b]).
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